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This book is essentially based on the lecture course on “Statistical Physics”,
which was was taught by the author at the physical faculty of the Ural State
University in Ekaterinburg since 1992. This course was intended for all physics
students, not especially for those specializing in theoretical physics. In this
sense the material presented here contains the necessary minimum of knowledge
of statistical physics (which is also often called statistical mechanics), which is
in author’s opinion necessary for every person wishing to obtain the general
education in the field of physics.

This posed rather difficult problem of the choice of material and compact
enough presentation. At the same time it necessarily should contain all the basic
principles of statistical physics, as well as its main applications to different
physical problems, mainly from the field of the theory of condensed matter.
Extended version of these lectures was published in Russian in 2003. For the
present English edition much of the material was rewritten and several new
sections and paragraphs were added, bringing contents more up to date and
adding more discussion on some more difficult cases.

Of course, the author was much influenced by several classical books on
statistical physics [1, 2, 3], and this influence is obvious in many parts of the
text. However, the choice of material and the form of presentation is essentially
his own. Still, most of attention is devoted to rather traditional problems and
models of statistical physics. One of few exceptions is an attempt to present an
elementary and short introduction to the modern quantum theoretical methods
of statistical physics at the end of the book. Also a little bit more attention than
usual is given to the problems of nonequilibrium statistical mechanics. Some
of more special paragraphs, of more interest to future theorists, are denoted by
asterisks or moved to Appendices.

Of course, this book is too short to give the complete presentation of modern
statistical physics. After redaing it those interested in further developments
should addres more fundamental monographies and modern physical literature.

M.V. Sadovskii, Ekaterinburg, 2012.
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Chapter 1

BASIC PRINCIPLES OF
STATISTICS

We may imagine a great number of systems of the same nature, but differing in
the configurations and velocities which they have at a given instant, and differing
not merely infinitesimally, but it may be so as to embrace every conceivable
combination of configuration and velocities. And here we may set the problem,
not to follow a particular system through its succession of configurations, but
to determine how the whole number of systems will be distributed among the
various conceivable configurations and velocities at any required time, when the
distribution has been given for some one time. The fundamental equation for
this inquiry is that which gives the rate of change of the number of systems which
fall within any infinitesimal limits of configuration and velocity. Such inquires
have been called by Maxwell statistical. They belong to a branch of mechanics
which owes its origin to the desire to explain the laws of thermodynamics on
mechanical principles, and which Clausius, Maxwell and Boltzmann are to be
regarded as principal founders.

J. Willard Gibbs, 1902 [4]
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8 CHAPTER 1. BASIC PRINCIPLES OF STATISTICS

1.1 Introduction

Traditionally statistical physics (statistical mechanics) deals with systems con-
sisting of the large number of particles, moving according to the laws of classical
or quantum mechanics. Historically it evolved by the end of XIX century from
the attempts to provide mechanistic derivation of the laws of thermodynamics in
the works by J.Maxwell and L.Boltzmann. The formalism of statistical mechan-
ics was practically finalized in the fundamental treatise by J.W.Gibbs [4], which
appeared at the beginning of the XX century. Remarkable advantage of Gibbs
method, which was created long before the appearance of the modern quan-
tum theory, is its full applicability to the studies of quantum (many-particle)
systems. Nowadays, statistical physics has outgrown the initial task of justifi-
cation of thermodynamics, its methods and ideology penetrate actually all the
basic parts of modern theoretical physics. Still being understood mainly as
the theory of many (interacting) particle systems, it has deep connections with
modern quantum field theory, which is at present the most fundamental theory
of matter. At the same time, now it is also clear that even the description of
mechanical motion of relatively few particles moving according to the laws of
classical mechanics often requires the use of statistical methods, as this motion,
in general (nontrivial) cases, is usually extremely complicated (unstable). The
ideas and methods of statistical mechanics form the basis of our understand-
ing of physical processes in solids, gases, liquids and plasma, while the modern
theory of elementary particles (based on the quantum field theory), from the
very beginning is actually the theory of systems with infinite number of degrees
of freedom, where statistical methods are at the heart of the problem. Unfor-
tunately, due to the lack of space we will not be able to discuss in detail all
of these deep interconnections and just limit ourselves to the studies of more
or less traditional models of statistical mechanics [1, 2, 3], which provide the
ground for understanding of much more complicated problems.

1.2 Distribution functions.

Consider a system of N identical (for simplicity) interacting particles, moving
in a finite but macroscopically large volume V . For simplicity we also assume
that these particles do not possess internal degrees of freedom. It we describe
the motion of particles by classical mechanics, the state of the motion of the
k-th particle is completely characterized by the values of its coordinates qk
and momentum pk, and the state of the system as a whole is determined by
the values of all particles coordinates q1,q2, ...,qN and momenta p1,p2, ...,pN .
Thus the state of the system may be described by the point in 6N–dimensional
phase space: (q1,q2, ...,qN ,p1,p2, ...,pN ) — the so called phase point. Dynam-
ical evolution (motion) of the system is determined by Hamilton equations of
motion:1

dqk
dt

=
∂H

∂pk

dpk
dt

= − ∂H

∂qk
, (1.1)

where
H = H(q1,q2, ...,qN ,p1,p2, ...,pN ) ≡ H(p, q) (1.2)

1It is interesting to note that Gibbs approach is completely based on the use of Hamilton
form of mechanics and not on that of Lagrange.
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is the full Hamiltonian of the system.
Consider the simplest case when particles interact with each other via two-

particle spherically symmetric potential U(|qi − qk|), so that the Hamiltonian
takes the form:

H =
N∑
k=1

p2
k

2m
+

1

2

∑
i ̸=k

U(|qi − qk|) (1.3)

The the equations of motion are written as:

q̇k =
pk
m

ṗk = −
∑
i ̸=k

∂U(|qi − qk|)
∂qk

= Fk, (1.4)

where Fk is the force acted upon the k-th particle by the rest. It is clear
that for any significantly large value of N the complete solution of the system
of equations (1.4) is not feasible even numerically. Also such a solution (in
improbable case we find it) would be of no real use. The real trajectory of
each particle will be most probably quite complicated (chaotic). More so, we
have to solve Eqs. (1.4) with appropriate initial conditions and this solution
is, as a rule, quite sensitive to the choice of initial velocities and coordinates,
which are actually not known precisely in any realistic situation. As the motion
of particles is in most cases unstable, the trajectories corresponding even to
quite close initial values in rather short time become quite different (and this
difference grows exponentially with time), so that they just do not have anything
in common. Thus, from such solutions we have almost nothing to learn about
macroscopic property of the system with large number N of particles, which
are of the main interest to us. In fact, these problems due to the instability
of mechanical motion appear usually even for systems consisting of rather few
particles. This inevitably leads us to use the statistical analysis.

Thus the equations of motion (1.4) determine the trajectory of the phase
point in the phase space, defining the mechanical state of the system. This
trajectory in phase space is called the phase trajectory. For conservative systems
with fixed energy we can write:

H(q, p) = E (1.5)

This means that the phase trajectory belongs to the surface of constant energy
in the phase space, defined by Eq.(1.5) — the so called ergodic surface2.

When a macroscopic system is in (thermodynamic) equilibrium its macro-
scopic characteristics (temperature, volume, pressure etc.) remain constant in
time, though its microscopic state continuously change and we do not know
it at all (i.e. where precisely is its phase point on the ergodic surface at the
given moment of time). Statistical approach attempts to determine only the
probability of realization of some set of microstates, corresponding to the given
macrostate of our system. In fact, following Gibbs, we shall consider not the
fixed system, but an ensemble i.e. the set of the large number (in the limit of

2We must stress here the important role of Cauchy theorem on the uniqueness of the
solution of the system of usual differential equations. Under rather weak requirements for
the r.h.s. of Eqs. (1.4), there exists the unique (at any moment of time) solution, which
automatically excludes the possibility of the crossing of two different phase trajectories in any
regular point of the phase space (except some fixed points, corresponding to the zeroes of the
r.h.s. of (1.4)).
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N → ∞ the infinite!) of its copies, all remaining in macroscopically equivalent
conditions (states). This is usually called the Gibbs ensemble, describing the
macroscopic state of the system. Macroscopic equivalence of external condi-
tions (states) means that all the systems within the ensemble are characterized
by the same values of appropriate macroscopic parameters (neglecting small
fluctuations) and the same types of contacts with surrounding bodies (energy
or particle reservoirs, pistons, walls etc.). This leads to certain limitations on
coordinates and momenta of particles, which otherwise remain rather arbitrary.

Statistical ensemble is defined by distribution function ρ(p, q, t), which has
the meaning of probability density of systems in the phase space, so that:

dw = ρ(p, q, t)dpdq (1.6)

gives the probability to find a system (from the Gibbs ensemble!) at the moment
t in the element of phase space dpdq around the point (p, q) ≡ (p1, ...,pN ,q1, ...,qN ).
Distribution function must satisfy the obvious normalization condition:∫

dpdqρ(p, q, t) = 1, (1.7)

as the sum of the probabilities of all possible states must be unity. Such nor-
malization condition is used e.g. in the famous book by Landau and Lifshitz [1].
However, this is not the only possible form of normalization condition. In fact we
understand from the very beginning, that classical statistics is the limiting case
of quantum statistics (below we shall see that transition from quantum case to
the classical one takes place at high enough temperatures, when quantum effects
become negligible) From quantum mechanics we know [5] that the notions of
coordinate and momenta of the particles can be introduced only within the lim-
its of quasiclassical approximation. The minimal size of the phase space cell for
the one-dimensional motion of the i-th particle in quasiclassical approximation
is given by h = 2π~:3

∆qxi ∆p
x
i ≥ h (1.8)

Thus the minimal size of the cell in the phase space of one particle (for three-
dimensional motion) is equal to h3 = (2π~)3, and (2π~)3N in the phase space
of N particles. The value of (2π~)3N is the natural volume unit in the phase
space. Accordingly, it is often convenient to introduce the distribution function
normalized to unity after the integration over the dimensionless phase space
dpdq

(2π~)3N .

For the system consisting ofN identical particles we have to take into account
the fact that permutations of identical particles does not change the quantum
state of the system. The number of permutations of N identical particles is
equal to N ! and the volume of the phase space cell should be divided by N ! if
we wish to take into account only physically distinguishable states.

3Quasiclassical quantization condition of Bohr and Sommerfeld in one-dimensional case
takes the form:

∮
pdq = (n + 1

2
)h. The integral here represents an area of the closed orbit

in phase space. Dividing this area into cells of area 2π~ we obtain n cells. But n here is
the number of quantum state with energy below the given value, corresponding to this orbit.
Thus for any quantum state there is a corresponding cell in the phase space with an area 2π~.
Introducing the wave vector of a particle as k = p/~ we get ∆p∆q

2π~ = ∆k∆q
2π

, which corresponds
to the well known relation for the number of the (eigen)modes of the wave field [6].
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Thus it is convenient to define the distribution function by the relation:

dw = ρ(p, q, t)
dpdq

N !(2π~)3N
, (1.9)

and write normalization condition as:∫
dΓρ(p, q, t) = 1, (1.10)

where:

dΓ =
dpdq

N !(2π~)3N
(1.11)

is the dimensionless phase space element. Integration in (1.10) corresponds to
the summation over all distinguishable quantum states of the system4.

Knowing the distribution function ρ(p, q, t) we can, in principle, calculate the
average values of arbitrary physical characteristics, which depend on coordinates
and momenta of particles forming our system. The average value of any such
function of dynamic variables f(p, q) is defined as:

< f >=

∫
dΓρ(p, q, t)f(p, q) (1.12)

and is sometimes called the phase average (ensemble average). Averaging with
distribution function (over the phase space) comes here instead of another pos-
sible procedure, when we follow the precise time evolution of f(p, q) and cal-
culate its average behavior in time. This last approach reduces to performing
measurements in different moments of time, producing explicit time dependence
f = f(t), and calculating its average value as:

f̃ = lim
T→∞

1

T

∫ T

0

dtf(t) (1.13)

i.e. as time average.
In general case, the proof of the equivalence of phase and time averaging is

very difficult (and still not completely solved) problem of the so called ergodic
theory, which is a developing branch of modern mathematics [8, 9]. In recent
decades significant progress was achieved, but this material is definitely outside
the scope of this book. Below we shall only give some brief and elementary
discussion of this problem. The physical meaning of Gibbs approach may be
qualitatively illustrated as follows. Let us consider a small, but still macroscopic,
subsystem within our closed (isolated) system. This subsystem is also described
by the laws of classical mechanics, but it is non isolated and influenced by
all possible interactions with the rest parts of the (big) system. Under these
conditions, the state of our subsystem will change in time in a very complicated
and chaotic way. Due to this chaotic motion, during a long enough time interval
T the subsystem will many times ”visit” all its possible states. Or in more
rigorous terms, let us define ∆p∆q some small volume in the phase space of

4Remarkably, the necessity to divide the phase space volume by N ! for the system of
identical particles was stressed by Gibbs long before the discovery of quantum mechanics as
a recipe to avoid the so called Gibbs paradox — the growth of entropy during the mixing of
identical gases at the fixed temperature, volume and pressure [7].
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the subsystem. It can be assumed that during the large enough time interval
T the complicated (chaotic) phase trajectory of the subsystem will pass this
volume many times. Let ∆t be that part of time T during which the subsystem
is somewhere within this phase space volume ∆p∆q. As T grows to infinity, the
value of ∆t/T will tend to some limit:

∆w = lim
T→∞

∆t

T
(1.14)

which can be considered as probability of finding our subsystem within this vol-
ume of the phase space at a given moment of time. Now going to the limit of
infinitesimally small phase space volume we introduce the distribution function
ρ(p, q, t) and by definition of (1.14) statistical (phase) averaging (1.12) seems
to be physically equivalent to time averaging (1.13). These simple justifica-
tion is usually sufficient for physicists. In particular Landau claimed [1] that
the importance of ergodic theory is overestimated by mathematicians. Though
discussions of this problem are still continuing, from pragmatic point of view
the Gibbs approach is in no doubts correct, as all conclusions obtained within
statistical mechanics are getting full experimental confirmation.

Finally, we shall mention one more qualitative point, which is very important
for understanding of the foundations of statistical mechanics. Distribution func-
tion of a given subsystem is, in general, independent of initial state of any other
part of the same system, as the influence of this initial state during long enough
time interval is completely smeared by the influence of many other parts of the
system. It is also independent of the initial state of subsystem under considera-
tion itself, as it passes through all possible states during its long time evolution
and actually each of these states can be considered as initial (“memory” loss).

1.3 Statistical independence.

Let us consider some simple facts from mathematical statistics, which will be
useful in the following. In many cases, the closed macroscopic system can be
“divided” into a number of subsystems, which rather weakly interact with each
other, and during long enough time intervals behave (approximately) as closed
(isolated) systems. We shall call such subsystems quasi closed (or quasi iso-
lated). Statistical independence of such subsystems means that the state of a
given subsystem does not influence the probability distributions of other sub-
systems.

Consider two such subsystems with infinitesimal volume elements of phase
spaces dp(1)dq(1) and dp(2)dq(2). If we consider the composite system consisting
of both subsystems then, from mathematical point of view, the statistical inde-
pendence of subsystems means that the probability for composite system to be
found in the element of its phase space volume dp(12)dq(12) = dp(1)dq(1)dp(2)dq(2)

factorizes into the product of probabilities:

ρ12dp
(12)dq(12) = ρ1dp

(1)dq(1)ρ2dp
(2)dq(2), (1.15)

so that
ρ12 = ρ1ρ2, (1.16)

where ρ12 is the distribution function of composite system, while ρ1 and ρ2 are
distribution functions of subsystems.
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The inverse statement is also valid — factorization of distribution function
means that the system can be decomposed into statistically independent subsys-
tems. If f1 of f2 are two physical characteristics of two subsystems, from Eqs.
(1.15) and (1.12) it immediately follows that the average value of the product
f1f2 is equal to the product of the averages:

< f1f2 >=< f1 >< f2 > . (1.17)

Consider some physical quantity f characterizing the macroscopic body or its
part. As time evolves it changes (fluctuates) around its average value < f >.
As a measure of these fluctuations we can not take just the difference ∆f =
f− < f >, as due to possibility of fluctuations of both signs we shall get its
average zero: < ∆f >= 0. Thus, as a measure of fluctuations it is convenient
to take its mean square: < (∆f)2 >. Then we always obtain < (∆f)2 >≥ 0,
and the average here tends to zero only as f →< f >, i.e. when the deviation
of f from < f > appear with small probability. The value of√

< (∆f)2 > =
√
< (f− < f >)2 > (1.18)

is called mean square fluctuation of f . It is easily seen that:

< (∆f)2 >=< f2 − 2f < f > + < f >2> (1.19)

=< f2 > −2 < f >< f > + < f >2=< f2 > − < f >2,

so that the mean square fluctuation is determined by the difference between
the average square and the square of the average of the physical characteristic
under study. The ratio of

√
< (∆f)2 >/ < f > is called the relative fluctuation

of f . It can be shown that the relative fluctuations of the typical physical
characteristics of macroscopic systems fast drop with the growth of the size
(the number of particles) of the body. In fact, most of physical quantities are
additive (due to the quasi isolated nature of different parts of the system): the
value of such quantity for the whole body (system) is the sum of its values for
different parts (subsystems). Let us divide our system into the large number N
of more or less similar (or equal) subsystems (often this may be just the number
of particles in the system). Then for additive characteristic we can write:

f =
N∑
i=1

fi, (1.20)

where fi characterizes the i-th part (subsystem or particle). Obviously, for the
average value we get:

< f >=
N∑
i=1

< fi > . (1.21)

With the growth of N the value of < f > grows approximately proportionally
N : < f >∼ N . Let us calculate the mean square fluctuation of f :

< (∆f)2 >=< (
∑
i

∆fi)
2 > . (1.22)

Due to statistical independence of different parts (subsystems) we have:

< ∆fi∆fk >=< ∆fi >< ∆fk >= 0 (i ̸= k) (1.23)
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as each < ∆fi >= 0. Then:

< (∆f)2 >=

N∑
i=1

< (∆fi)
2 > (1.24)

Then it is clear that with the growth of N we also get < (∆f)2 >∼ N . Then
the relative fluctuation is estimated as:√

< (∆f)2 >

< f >
∼

√
N

N
=

1√
N
. (1.25)

Now we see that the relative fluctuation of any additive characteristic is in-
versely proportional to the square root of the number of independent parts of
the macroscopic body (e.g. number of particles), so that for large enough value
of N (e.g. for N ∼ 1022 for typical number of particles in the cubic centimeter)
the value of f may be considered practically constant and equal to its average
value. If N is not big enough, e.g. N ∼ 106, the relative fluctuations become
not small and quite observable. Such systems sometimes are called mesoscopic.

1.4 Liouville theorem.

Introduction of distribution function for mechanical system as probability den-
sity in the phase space is based on the Liouville theorem – purely mechanical
statement, which does not contain any statistical assumptions. According to
this theorem, for systems with motion described by Hamilton equations:

dqk
dt

=
∂H

∂pk

dpk
dt

= −∂H
∂qk

(1.26)

the phase volume (of an ensemble) remains constant in time. If at the initial
moment of time the phase points (p0, q0) of systems forming the Gibbs ensemble
continuously fill some region G0 in the phase space, while at the moment t they
fill the region Gt, then the volumes of these regions in the phase space are the
same: ∫

G0

dp0dq0 =

∫
Gt

dpdq (1.27)

or, for infinitesimal elements of the phase space:

dp0dq0 = dpdq (1.28)

In other words, the motion of phase points representing systems of the ensem-
ble is like that of non compressible liquid, as it is shown in Fig.1.1 – the“drop”,
formed by phase points, representing an ensemble, can deform in rather com-
plicated way in the process of motion, but it volume is conserved.

To prove Liouville theorem we transform thr integral in the r.h.s. of Eq.
(1.27) by changing integration variables from p, q to p0, q0. Then according to
the well known rules for multiple integral we get:∫

Gt

dpdq =

∫
G0

∂(p, q)

∂(p0, q0)
dp0dq0, (1.29)
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Figure 1.1: The change of initial volume G0 in the phase space due to the motion
of phase points representing an ensemble according to Liouville theorem.

where ∂(p,q)
∂(p0,q0) is the appropriate Jacobian. We remind that the Jacobian is a

determinant of the following form (for simplicity we write the explicit expression
below for two-dimensional case, generalization for multiple dimensions is direct):

∂(u, v)

∂(x, y)
=

∣∣∣∣∣ ∂u
∂x

∂u
∂y

∂v
∂x

∂v
∂y

∣∣∣∣∣ . (1.30)

The following general properties of Jacobian are:

∂(u, v)

∂(x, y)
= −∂(v, u)

∂(x, y)
(1.31)

∂(u, y)

∂(x, y)
=
∂u

∂x
(1.32)

Also it is easy to see that:

∂(u, v)

∂(x, y)
=
∂(u, v)

∂(t, s)

∂(t, s)

∂(x, y)
(1.33)

d

dt

∂(u, v)

∂(x, y)
=
∂(dudt , v)

∂(x, y)
+
∂(u, dvdt )

∂(x, y)
. (1.34)

Let us show now that the Jacobian in Eq. (1.29) is unity if systems move
according to Hamilton equations:

∂(p, q)

∂(p0, q0)
= 1. (1.35)
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To prove this we show that the total time derivative of the Jacobian is equal to
zero:

d

dt

∂(p, q)

∂(p0, q0)
= 0. (1.36)

Then it follows that the Jacobian is a constant, more precisely just unity, because
it was equal to unity at the initial moment of time.

For simplicity let us write down the proof for the case of two-dimensional
phase space, when there is only one coordinate q and one momentum p. Ac-
cording to Eq. (1.34) we can write:

d

dt

∂(p, q)

∂(p0, q0)
=

∂(ṗ, q)

∂(p0, q0)
+

∂(p, q̇)

∂(p0, q0)
. (1.37)

Then, according to Eqs. (1.32) and (1.33) we have:

∂(p, q̇)

∂(p0, q0)
=
∂(p, q̇)

∂(p, q)

∂(p, q)

∂(p0, q0)
=
∂q̇

∂q

∂(p, q)

∂(p0, q0)
(1.38)

∂(ṗ, q)

∂(p0, q0)
=
∂(ṗ, q)

∂(p, q)

∂(p, q)

∂(p0, q0)
=
∂ṗ

∂p

∂(p, q)

∂(p0, q0)
(1.39)

d

dt

∂(p, q)

∂(p0, q0)
= (

∂ṗ

∂p
+
∂q̇

∂q
)
∂(p, q)

∂(p0, q0)
(1.40)

It is seen that the sum in the r.h.s. is equal to zero due to equations of motion:

q̇ =
∂H

∂p
; ṗ = −∂H

∂q
(1.41)

so that
∂q̇

∂q
=
∂2H

∂q∂p
= −∂ṗ

∂p
(1.42)

and accordingly

(
∂ṗ

∂p
+
∂q̇

∂q
) = 0 (1.43)

which proves everything.
Liouville theorem is a purely mechanical statement and nowhere, up to now,

we have used distribution function. However, with the help of distribution
function we may give another formulation of Liouville theorem. As the “drop”
representing the Gibbs ensemble moves through the phase space (Fig.1.1), the
number of phase point in it (the number of systems in the ensemble) obviously
does not change and all phase points belonging at the moment t to volume
element dpdq move at the moment t′ to element dp′dq′. Then we can write5:

ρ(p, q, t)dpdq = ρ(p′, q′, t′)dp′dq′, (1.44)

and from Liouville theorem we have dpdq = dp′dq′, so that:

ρ(p, q, t) = ρ(p′, q′, t′) (1.45)

5Distribution function ρ can be obviously treated just as the density of phase points in the
ensemble!
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Now we see that distribution function ρ is constant along phase trajectories
– this is an alternative formulation of Liouville theorem, using the notion of
distribution function. But still it is simply a mechanical statement, not using
any probability (statistical) considerations.

Using this results, now we can derive the Liouville equation, which actually
the equation of motion for distribution function. Assuming the moment t to be
infinitesimally close to t′ = t+ dt from Eq. (1.45) we get:

ρ(p, q, t) = ρ(p+ ṗdt, q + q̇dt, t+ dt) (1.46)

so that (if ρ is differentiable) we obtain a differential equation:

dρ

dt
=
∂ρ

∂t
+

3N∑
k=1

(
∂ρ

∂pk
ṗk +

∂ρ

∂qk
q̇k) = 0 (1.47)

and taking into account the Hamilton equations:

∂ρ

∂t
=
∑
k

(
∂H

∂qk

∂ρ

∂pk
− ∂H

∂pk

∂ρ

∂qk
) (1.48)

The sum in the r.h.s. of Eq. (1.48) is the so called Poisson bracket [11] for H
and ρ:

{H, ρ} =
∑
k

(
∂H

∂qk

∂ρ

∂pk
− ∂H

∂pk

∂ρ

∂qk
) (1.49)

so that the Liouville equation can be written as:

∂ρ

∂t
= {H, ρ}. (1.50)

This equation is the basic equation of motion for distribution function, which
remains valid for both equilibrium and non equilibrium problems. In principle,
it allows one to calculate ρ at any moment of time t if it is known in an initial
moment t = t0. It can also be used, as we shall show later, to find the response
of statistical systems to an external perturbation.

It is easy to see that Liouville equation can be written as a continuity equa-
tion for the phase points moving in the phase space. Consider the motion
of phase points in 6N -dimensional phase space as the motion of “phase liq-
uid” with density ρ. The velocity of this motion is represented by the vector
(ṗ1, ṗ2, ..., ṗN ; q̇1, q̇2, ..., q̇N ) in this space. Accordingly, the appropriate conti-
nuity equation takes the form:

∂ρ

∂t
+
∑
k

[
∂

∂pk
(ρṗk) +

∂

∂qk
(ρq̇k)] = 0 (1.51)

where an expression in parentheses is just the divergence of the appropriate
current. Performing differentiations we can write this term as:∑

k

[ṗk
∂ρ

∂pk
+ q̇k

∂ρ

∂qk
] + ρ

∑
k

[
∂ṗk
∂pk

+
∂q̇k
∂qk

] (1.52)
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Because of Hamilton equations the second term in this expression is identically
zero, so that Eq.(1.51) reduces to:

∂ρ

∂t
+
∑
k

[ṗk
∂ρ

∂pk
+ q̇k

∂ρ

∂qk
] = 0 (1.53)

which coincides with Eq.(1.47). From here it follows, in particular, that the
motion of “phase liquid” is incompressible. For the case of systems in statistical
(thermodynamic) equilibrium both ρ and H do not depend explicitly on time6,
so that Eq. (1.50) reduces to:

{H, ρ} = 0 (1.54)

and distribution function becomes ρ becomes an integral of motion. As we shall
see, this fact alone (based upon an assumption of the existence of thermody-
namic equilibrium!) immediately leads to radical simplification of the whole
analysis of equilibrium statistical ensembles.

1.5 Role of energy, microcanonical distribution.

Thus we convinced ourselves that for the system in thermodynamic equilibrium
distribution function should be an integral of motion, i.e. it should be expressed
via such combinations of coordinated and momenta p and q, which remain
constant in time as (closed) system performs its motion in phase space. The
number of independent integrals of motion for the closed (conserved) mechanical
system with s degrees of freedom is equal to 2s−1 [11]. For the system consisting
of N particles moving in three-dimensional space we have 2s = 6N (i.e. the
number of all components of particle coordinates and momenta), so that the
number of integrals of motion is immensely large. However, we can drastically
reduce the number of intergrals of motion on which distribution function can
actually depend. To do this we shall use statistical (not mechanical!) arguments.
We have seen above that distribution function ρ12 of composite system consisting
of two independent (non interacting) subsystems is equal to the product of
distribution functions ρ1 and ρ2 of these subsystems: ρ12 = ρ1ρ2. Thus:

ln ρ12 = ln ρ1 + ln ρ2 (1.55)

i.e. the logarithm of distribution function is additive. Accordingly, the logarithm
of distribution function of the system in equilibrium should be not just be an
integral of motion, but an additive integral of motion.

In mechanics it is shown [11], that from the whole number of integral of
motion of closed (isolated) system only few are in fact additive. These are
the integrals of motion connected with basic properties of space and time —
homogeneity and isotropy: energy, momentum and angular momentum 7. Let
as denote these integrals of motion for the a-th subsystem as Ea(p, q), Pa(p, q)

6In this case there is no explicit time dependence also in appropriate averages of any
physical characteristics, considered as functions of coordinates and momenta of particles of
our system, which is an obvious property of equilibrium state

7Additivity of energy follows from its general expression via Lagrange function: E =∑
k q̇k

∂L
∂qk

− L, and from additivity of Lagrange function itself, which follows from the fact

that equations of motion of each of non interacting parts of the system can not contain any
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and Ma(p, q). The only additive combination of these integrals is the linear
combination of the following form:

ln ρa = αa + βEa(p, q) + γPa(p, q) + δMa(p, q) (1.56)

with constant coefficients αa, β, γ, δ, and where β, γ, δ should be the same for all
subsystems — only in this case additivity (1.55) is satisfied. The coefficient αa
is just the normalization constant and can be determined from the requirement
of
∫
dΓaρa = 1. The coefficients β, γ and δ can be similarly determined via the

constant values of corresponding additive integrals of motion (calculating the
appropriate averages with distribution function (1.56)).

Thus we come to most important conclusion: the values of additive inte-
grals of motion — energy, momentum and angular momentum — completely
determine statistical properties of closed (isolated) system and statistical dis-
tributions of its (independent) subsystems, as well as the average values of its
arbitrary physical characteristics in the state of thermodynamic (statistical)
equilibrium. This seven (taking into account the number of vector components)
additive integrals of motion replace the immense number of variables on which
distribution function can depend in general (non equilibrium) case and which are
necessary for “complete” mechanical description of the many particle system.

The number of relevant integrals of motion diminishes, if from the very
beginning we consider systems at rest. Then both full momentum and angular
momentum are obviously zero and distribution function of the equilibrium state
depends only on one variable — total energy of the system:

ρ = ρ(E) (1.57)

Thus the introduction of the simplest statistical considerations for systems at
equilibrium immediately leads to radical reduction of the number of relevant
variables on which distribution function depends and opens the way for the
formulation of equilibrium statistical mechanics. Let us stress that these radical
conclusions are based on the introduction of statistics and are “non derivable”
from classical mechanics. Of course, in general case, distribution function can
depend on some “external” parameters, which define macroscopic conditions
for an ensemble and which are considered the same for all copies of the system
within the ensemble (e.g. on volume, number of particles etc.).

Let us now explicitly construct distribution function for closed (adiabatically
isolated) system in equilibrium8. It was first proposed by Gibbs. Consider
the statistical ensemble of closed energetically isolated systems with a constant
volume V , i.e. the ensemble of systems with a constant number of particles N ,
which are surrounded by adiabatic (in thermodynamic sense) boundaries and
possessing the same energy E, fixed up to some small uncertainty ∆E ≪ E.
Following Gibbs we assume that distribution function ρ(p, q) for such ensemble
is just constant within some layer of the phase space between two isoenergetic

parameters from other parts. Additivity of momentum of many particle system is obvious:
P =

∑
kmkvk, and unlike energy momentum is simply the sum of the momenta of different

particles, despite the possibility of their interaction. Analogous property is valid also for the
angular momentum: M =

∑
k[rkpk].

8Eq. (1.56) in fact already represents an explicit form of distribution function of an arbi-
trary subsystem weakly interacting with an environment of much larger closed system. We
shall return to this case later.
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surfaces, corresponding to energies E and E +∆E and zero outside this layer:

ρ(p, q) =

{
[W(E,N, V )]−1 for E ≤ H(p, q) ≤ E +∆E
0 outside this layer

(1.58)

Such distribution (ensemble) is called microcanonical. Distribution function
(1.58) expresses the principle of equal probability of all microscopic states of
a closed system in In fact it is a simplest possible assumption – we suppose
that there is no preferable microscopic states, all are equally probable, so that
systems of an ensemble, during the motion in phase space, just randomly “visit”
all the microscopic states within the energy layer of the width ∆E, to which
belong all the phase trajectories. Distribution function (1.58) represent simply
the statistics of a “gambling dice” with W sides. Naturally, this distribution
can not apparently be derived from purely mechanical considerations, it can be
justified only by comparing the results obtained with its help with experiments.

Macroscopic state of microcanonical ensemble is characterized by three ex-
tensive parameters E,N, V . The constantW(E,N, V ) is called statistical weight
and is determined by normalization condition:∫

dpdq

N !(2π~)3N
ρ(p, q) = 1∫

E≤H(p,q)≤E+∆E

dpdq

N !(2π~)3N
1

W(E,N, V )
= 1 (1.59)

and is in fact the dimensionless phase volume of our energy layer ∆E, i.e.
the number of quantum states in it (which is just the number of sides of our
“gambling dice”):

W(E,N, V ) =
1

N !(2π~)3N

∫
E≤H(p,q)≤E+∆E

dpdq (1.60)

In case of classical statistics we always can perform the limit of ∆E → 0 and
write:

ρ(p, q) = W−1(E,N, V )δ(H(p, q)− E) (1.61)

where

W(E,N, V ) =
1

N !(2π~)3N

∫
dpdqδ(H(p, q)− E) (1.62)

Now it is also obvious that W can be also considered as the density of states on
the surface of constant energy in phase space. In quantum case all this is limited
by the well known uncertainty relation for time and energy: ∆E∆t ∼ ~. In the
following we always, even in the classical limit, use microcanonical distribution
in the form (1.58), assuming quaiclassical limit of quantum mechanics.

Hypothesis that microcanonical ensemble describes macroscopic state of a
closed (adiabatically isolated) system, i.e. the averages calculated with dis-
tribution function (1.58) give experimentally observable values of all physical
characteristics of the system, is one of the major postulates of equilibrium sta-
tistical mechanics. We already mentioned above that the observable values of
arbitrary physical quantity f(p, q) can also be calculated as an average over
some observation time, and the problem of justification of our replacements of
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time averages by phase averages over the ensemble is called the ergodic problem.
From this point of view, the problem of justification of microcanonical distribu-
tion reduces to the proof that for the closed (isolated) systems in equilibrium
we actually have:

lim
T→∞

1

T

∫ T

0

dtf(p(t), q(t)) =
1

N !(2π~)3N

∫
dpdqρ(p, q)f(p, q) (1.63)

where ρ(p, q) is defined by microcanonical distribution (1.58). This problem is
very difficult and, despite some important achievements by mathematicians, is
still unsolved. Physically it is usually justified by the so called ergodic hypothesis
that the phase trajectory of a closed system during rather long time period
necessarily passes infinitesimally close to any given point on ergodic surface.
In Appendix A we shall present some elementary considerations related to this
problem. Rigorous mathematical analysis can be found in Ref. [8], while the
modern situation is discussed in Ref. [9]. Here we only briefly note that in recent
years the problem of conceptual foundations of statistical mechanics obtained a
new developments related to the discovery of stochastic instability (chaotization)
of mechanical motion in different more or less simple dynamical systems with
pretty small number of degrees of freedom [12]. Now it is clear that statistical
description is actually necessary even for such systems, which naively appear
to be quite “solvable” within classical mechanics. This is also briefly discussed
on elementary level in Appendix A. In this sense, from the modern point of
view, the requirement of a large number of degrees of freedom to justify the
statistical approach is unnecessary and we can not ignore them even in rather
“simple” systems, where typically we observe an extreme sensitivity of phase
trajectories to initial conditions, which leads to chaotic instability of the motion
in phase space. Thus, the notorious Laplace determinism is rather illusory even
in classical mechanics of such systems.

1.6 Partial distribution functions∗.

The knowledge of the general distribution function (1.6), depending on dynam-
ical variables (coordinates and momenta) of all N particles, allows to determine
different macroscopic characteristics of the system. For example, the density of
particles at point r, by definition, is given by:

ρ(t, r) =

∫
ρ̂(r)ρ(t, r1, ...,pN )dr1...dpN (1.64)

where ρ̂(r) is density operator (here it is convenient to introduce operators of
physical quantities even in classical case):

ρ̂(r) =
N∑
i=1

miδ(r− ri), (1.65)

where mi is the mass of the i-the particle. Analogously, the current density at
point r is:

J(r) =

∫
Ĵ(r)ρ(t, r1, ...,pN )dr1...dpN (1.66)
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where Ĵ(r) is current density operator:

Ĵ(r) =
N∑
i=1

piδ(r− ri). (1.67)

The density of kinetic energy at point r is equal to:

E(t, r) =

∫
Ê(r)ρ(t, r1, ...,pN )dr1...dpN (1.68)

where Ê(r) is kinetic energy operator:

Ê(r) =
N∑
i=1

p2i
2mi

δ(r− ri). (1.69)

For charged particles we can introduce the electric current density as:

j(t, r) =

∫
ĵ(r)ρ(t, r1, ...,pN )dr1...dpN (1.70)

where ĵ(r) is electric current density operator:

ĵ(r) =

N∑
i=1

ei
mi

piδ(r− ri), (1.71)

where ei is the charge of the i-th particle.
Distribution function ρ(t, r1, ...,pN ) is the function of practically infinite

number of variables. However, expressing macrovariables via microscopic char-
acteristics using the general formula:

A(t, r) =

∫
Â(r)ρ(t, r1, ...,pN )dr1...dpN (1.72)

we have to take into account that the majority of physical operators of interest
to us can be written as:

Â(r) =

N∑
j=1

Â(rj ,pj)δ(r− rj), (1.73)

that is expressed as the sum of operators acting on dynamical variables of one
particle (single particle operators). Examples of such operators are ρ̂, Ĵ, Ê and ĵ
introduced above. Much more rarely we are dealing with two particle operators
of the form:

Â(r, r′) =
1

2

∑
i̸=j

Â(ri, rj ,pi,pj)δ(r− ri)δ(r
′ − rj). (1.74)

Example of such an operator is the operator of potential energy of the system
of particles interacting via some central potential:

Û(r′, r′′) =
1

2

∑
i ̸=j

U(|ri − rj |)δ(r′ − ri)δ(r
′′ − rj). (1.75)



1.6. PARTIAL DISTRIBUTION FUNCTIONS∗. 23

Operators consisting of linear combinations of operators acting on dynamical
variables of three, four and larger number particles almost never appear in any
practical tasks of interest.

Thus, solving majority of problems we actually do not need to know the full
N -particle distribution function:

FN (t, r1, ...,pN ) ≡ ρ(t, r1, ...,pN ), (1.76)

depending on the dynamic variables of the enormous number of particles, it
is sufficient to determine somehow only the one particle F1(t, ri,pj) and two
particle F2(t, ri, rj ,pi,pj) distribution functions, which are defined as (V is the
volume of the system) [13, 14]:

F1(t, ri,pi) = (1.77)

V

∫
FN (t, r1, ...,pN )dr1...dri−1dri+1...drNdp1...dpi−1dpi+1...dpN ,

F2(t, ri, rj ,pi,pj) = (1.78)

V 2

∫
FN (t, r1, ...,pN )dr1...dri−1dri+1...drj−1drj+1...drNdp1...dpi−1

dpi+1...dpj−1dpj+1...dpN .

or, in general case, the s-particle distribution function (with s≪ N):

Fs(t, r1, ..., rs,p1, ...,ps) = V s
∫
FN (t, r1, ...,pN )drs+1...drNdps+1...dpN .

(1.79)
From an obvious normalization condition

1

V s

∫
Fs(t, r1, ...,ps)dr1...dps = 1 (1.80)

it follows that 1
V sFs(t, r1, ..,ps) gives the probability for s particles in the system

of N particles to be present at the moment t in the elementary phase space
volume dr1...dps of 6s-dimensional phase space near the point (r1, ...,ps). There
are following relations between these partial distribution functions, which are
directly derived from their definition:

Fs(t, r1, ...,ps) =
1

V

∫
Fs+1(t, r1, ...,ps+1)drs+1dps+1. (1.81)

The use of these distribution functions allows to calculate the average values of
single particle, two particle etc. operators of different physical quantities. For
example, for a macrovariable described by operator (1.73) we have:

A(t, r) =
1

V

N∑
j=1

∫
Âj(r,pj)F1(t, r,pj)dpj (1.82)

If all Âj are the same, i.e. Âj = â(j = 1, 2, ..., N), we have:

A(t, r) =
N

V

∫
â(r,p)F1(t, r,p)dp (1.83)
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For macrovariables described by two particle operators of the type of (1.74) we
get:

A(t, r′, r′′) =
1

2

∑
i ̸=j

1

V 2

∫
Âij(r

′,pi, r
′′,pj)F2(t, r

′, r′′,pi,pj)dpidpj . (1.84)

If all Âij are the same, i.e. Âij = â, we have:

A(t, r′, r′′) =
N(N − 1)

2V 2

∫
â(r′,p′, r′′,p′′)F2(t, r

′, r′′,p′,p′′)dp′dp′′ (1.85)

where obviously we can take (N − 1) ≈ N .
Thus we obtain the following expressions for the main macroscopic charac-

teristics of systems consisting of identical particles:

ρ(t, r) = m
N

V

∫
F1(t, r,p)dp (1.86)

J(t, r) =
N

V

∫
pF1(t, r,p)dp (1.87)

E(t, r) =
1

2m

N

V

∫
p2F1(t, r,p)dp (1.88)

j(t, r) =
e

m

N

V

∫
pF1(t, r,p)dp. (1.89)

The problem now is to find an explicit form of single particle distribution func-
tion.

The general approach to find partial distribution functions can be formulated
as follows. An arbitrary N -particle distribution function (1.76) satisfies the
Liouville equation (1.47),(1.48), (1.50):

∂FN
∂t

= {H,FN} (1.90)

Integrating Eq. (1.90) over phase spaces of N − s particles and taking into
account Eq. (1.79) we get:

1

V s
∂Fs(t, r1, ...,ps)

∂t
=

∫
{H,FN}drs+1...dpN . (1.91)

For the Hamiltonian of the system of interacting particles:

H =
1

2m

N∑
i=1

p2
i +

1

2

∑
i ̸=j

U(|ri − rj |), (1.92)

after some direct, but rather tedious calculations [14], we obtain from Eq. (1.91):

∂Fs
∂t

= {H(s), Fs}+
N

V

s∑
i=1

∫
∂U(|ri − rs+1|)

∂ri

∂Fs+1

∂pi
drs+1dps+1 (1.93)

where H(s) denotes the Hamiltonian of the subsystem consisting of s particles.
The most important property of Eq. (1.93) is that the equation of motion

for s-particle distribution function contains the term, describing the interaction
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of the subsystem of s particles with the rest of the N -particle system, which
depends on s + 1-particle distribution function Fs+1. Thus, during the con-
struction of equations of motion for partial distribution functions we necessarily
obtain practically infinite system of integro – differential equations, which is
usually called Bogolyubov’s chain. Strictly speaking, now we have to solve this
whole chain of equations, which is certainly not easier than solving the gen-
eral Liouville equation for N -particle distribution function. However, in many
cases, using some physical assumptions and models, we can “decouple” this
chain, reducing the problem to a finite number of equations, e.g. expressing
Fs+1 via Fs,Fs−1 etc. Then we remain with the closed system of s equations
for F1,F2,...,Fs. In particular, most interesting is the possibility to obtain the
closed equation for single particle distribution function:

∂F1

∂t
= L(F1) (1.94)

where L is some operator. Construction and solving of this, so called kinetic,
equation is the central problem of kinetic theory or physical kinetics [15]. We
shall briefly discuss it in Chapter 10. In most cases, kinetic equations can
be derived and solved only by some approximate methods. As a result, we
can calculate the behavior of average physical characteristics of our system,
including their time dependence in non equilibrium case. The formalism of
partial distribution functions can also serve as a ground for constructing the
equilibrium statistical mechanics [16, 17], but in the following we shall use more
traditional approaches.

1.7 Density matrix.

Up to now we considered the classical statistical mechanics in which the state
of a system was described by the point (p, q) in 6N -dimensional phase space of
coordinates and momenta of all particles and time evolution was determined by
Hamilton equations. In quantum mechanics such description becomes impos-
sible as due to uncertainty relations we can not simultaneously measure both
coordinate and moment of a quantum particle. It is clear that we have to
construct a special formalism of quantum statistical mechanics. However, the
remarkable fact is that the main principles of the Gibbs approach remain valid
also in quantum case.

1.7.1 Pure ensemble.

In quantum mechanics the state of a many particle system is described by the
wave function ψ(x1, ...,xN , t), which depends on time and coordinates of the
particles x1, ...,xN (or on another set of simultaneously measurable variables,
e.g. momenta). Time evolution is determined by Schroedinger equation:

i~
∂ψ

∂t
= Hψ (1.95)

For example, for the system of N identical particles with mass m, without
internal degrees of freedom and interacting with two particle potential U(|x|),
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the Schroedinger equation can be written as:

i~
∂ψ

∂t
=

− ~2

2m

N∑
j=1

∇2
j +

1

2

∑
j ̸=k

U(|xj − xk|)

ψ (1.96)

Schroedinger equation fully determines the wave function ψ at the moment t if
it was known at some initial moment t = 0. For example, for isolated system
with time independent H we can write down its formal solution as:

ψ(t) = e
i
~Htψ(0) (1.97)

Physical characteristics of a system in quantum mechanics are represented
by linear Hermitian (self-adjoint) operators acting in a Hilbert space of the wave
functions. Eigenvalues of such operators define the possible values of physical
observables. The knowledge of quantum state of the system ψ (vector in Hilbert
space), in general case, does not lead to the precise knowledge of physical char-
acteristics. It allows only to calculate the average value of a dynamic variable
represented an operator A in the state ψ as:

< A >= (ψ⋆, Aψ) (1.98)

where, as usual, we assume wave functions to be normalized:

(ψ⋆, ψ) = 1 (1.99)

where parenthesis denote the scalar product of vectors in Hilbert space:

(ψ⋆, ϕ) =

∫
dxψ⋆(x)ϕ(x) (1.100)

where for brevity we denote by x the whole set of coordinates x1, ...,xN . Only
in a special case, when ψ is an eigenfunction of operator A, Eq. (1.98) gives the
precise value of the physical quantity A in the state ψ.

The state described by the wave function usually is called the pure state.
Corresponding statistical ensemble, i.e. the large number of non interacting
“copies” of the system, belonging to the same quantum state, is called the pure
ensemble. Pure state (ensemble) gives the most complete description of the
system within the quantum mechanics.

Expressions for the averages of physical quantities in pure ensemble can be
conveniently written using the notion of projection operator. Let us write down
the linear operator A as a matrix in x-representation, defining it by matrix
elements:

Aψ(x) =

∫
dx′A(x, x′)ψ(x′) (1.101)

Substituting (1.101) into (1.98) we get9:

< A >=

∫
dxdx′A(x, x′)P(x′, x) = Sp(AP) (1.102)

9In the following we use the notation of Sp for the sum of the diagonal elements of the
matrix (trace), which is traditional in European and Russian literature. In English literature
it is usually denoted as Tr.
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where:
P(x, x′) = ψ(x)ψ⋆(x′) (1.103)

is projection operator on state ψ. It can be said that the pure ensemble is
described by the projection operator (1.103), while the averages over this en-
semble are calculated according to (1.102). Naturally this description is com-
pletely equivalent to the standard formalism of quantum mechanics using the
wave function.

The name projection operator is connected with the nature of the action of
P on arbitrary vector φ in Hilbert space – it projects it on the “direction” of
the vector ψ:

Pφ =

∫
dx′P(x, x′)φ(x′) = (ψ⋆, φ)ψ(x) (1.104)

Projection operator is Hermitian, it can be seen from its definition (1.103):

P⋆(x, x′) = P(x′, x) (1.105)

It also has the following property:

P2 = P (1.106)

which follows from (1.104) – after the first projection the following projections
on the same “direction” change nothing. We also have:

SpP = 1 (1.107)

which follows from (1.102) after the replacement of A by unity operator or from
the definition (1.103) with the account of normalization (1.99).

1.7.2 Mixed ensemble.

Quantum mechanics is inherently statistical theory of pure ensembles, which
provide the complete description of quantum reality. Quantum statistical me-
chanics considers more general mixed ensembles, which are based on incomplete
information about the quantum system. Let us consider the bug number of
identical non interacting copies of the given system, which can be in different
quantum states. In the mixed ensemble we only know the probabilities w1, w2, ...
to find a system in its exact quantum states ψ1, ψ2, .... We do not know precisely
in which state the system is in reality, in this sense our knowledge is incomplete,
we know only these probabilities. However, in the mixed ensemble we can cer-
tainly calculate the average value of an arbitrary physical quantity, represented
by an operator A as:

< A >=
∑
k

wk(ψ
⋆
k, Aψk) (1.108)

where ∑
k

wk = 1; wk ≤ 1. (1.109)

This relations are, in fact, quite obvious as (ψ⋆k, Aψk) represents the quantum
mechanical average of an operator A in the state ψk. The pure ensemble is
just the limiting case of the mixed ensemble, when all probabilities wk are zero,
except the only one, which is equal to unity. Then (1.108) reduces to (1.98).
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To study mixed ensembles it is convenient to use the statistical operator
introduced first independently by Landau and von Neumann. Let us return to
the linear operator A in x-matrix representation (1.101). Substituting (1.101)
into (1.108), we get:

< A >=

∫
dxdx′A(x, x′)ρ(x′, x) (1.110)

or

< A >= Sp(ρA) (1.111)

where

ρ(x, x′) =
∑
k

wkψk(x)ψ
⋆
k(x

′) (1.112)

is the statistical operator in x-matrix representation or the so called density
matrix.

Density matrix depends on 2N variables x1, ...,xN ,x
′
1, ...,x

′
N and satisfies

normalization condition:

Spρ = 1, (1.113)

which is evident from its definition:

Spρ =

∫
dxρ(x, x) =

∑
k

wk(ψ
⋆
k, ψk) = 1 (1.114)

where the last equality follows from (ψ⋆k, ψk) = 1 and
∑
k wk = 1. Eq. (1.113)

is the direct analogue of normalization condition for distribution function in
classical statistical mechanics.

The general relation (1.111) is most convenient as the trace of the matrix is
invariant with respect to unitary transformations. Thus, Eq. (1.111) is inde-
pendent of the representation used for operators A and ρ, it is valid for arbitrary
representation, not only for x-representation used above. For example in some
discrete n-representation we have:

< A >=
∑
mn

Amnρnm (1.115)

where Amn are the matrix elements of operator A in n-representation, ρnm is
the density matrix in n-representation.

Density matrix (statistical operator) is Hermitian:

ρ⋆(x, x′) = ρ(x′, x) (1.116)

which directly follows from its definition (1.112). Using the projection operator
(1.103) we can write the statistical operator (1.112) as:

ρ =
∑
k

wkPψk
;
∑
k

wk = 1; wk ≤ 1 (1.117)

where Pψk
is projection operator on the state ψk. In case of all wk zero, except

one, which is unity, statistical operator (1.117) simply coincides with projection
operator (1.103).
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To conclude this discussion, we show that statistical operator is positive
definite, i.e. its eigenvalues are non negative. As ρ is Hermitian, positive defi-
niteness of its eigenvalues is equivalent to:

< A2 >= Sp(ρA2) ≥ 0 (1.118)

where A is an arbitrary Hermitian operator. It becomes obvious, if we diago-
nalize ρ (which is possible due to its Hermiticity) and write Eq. (1.118) as:∑

nk

ρnnAnkAkn =
∑
nk

ρnn|Ank|2 ≥ 0, (1.119)

which leads to conclusion that ρnn ≥ 0. For the density matrix (1.112) the
property (1.118) is satisfied as:

< A2 >=
∑
k

wk(A
2)kk =

∑
km

wkAkmAmk =
∑
km

wk|Akm|2 ≥ 0 (1.120)

so that statistical operator is positively definite. It can also be shown that all
matrix elements of the density matrix are limited by [3]:

Spρ2 =
∑
mn

|ρmn|2 ≤ 1. (1.121)

1.8 Quantum Liouville equation.

Let us consider time evolution of the density matrix (statistical operator) of an
ensemble of systems described by Hamiltonian H, which has no explicit time
dependence. At the moment t density matrix (1.112) has the form:

ρ(x, x′) =
∑
k

wkψk(x, t)ψ
⋆
k(x

′, t) (1.122)

where all the time dependence is contained in wave functions, while probabil-
ities wk do not depend on t, as they correspond to distribution of systems in
ensemble at t = 0. Wave functions ψk(x, t) are the solutions of time dependent
Schroedinger equation with initial conditions:

ψk(x, t)|t=0 = ψk(x) (1.123)

where ψk(x) is some system of wave functions defining density matrix at t = 0:

ρ(x, x′) =
∑
k

wkψk(x)ψ
⋆
k(x

′) (1.124)

If at the initial moment the relative number wk of dynamical systems were at
the state ψk(x, 0), then at the moment t the same number of systems will be in
the state ψk(x, t).

Time dependence of ψk(x, t) is determined by Schroedinger equation:

i~
∂ψk(x, t)

∂t
= Hψ(x, t) (1.125)
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or in x-matrix representation:

i~
∂ψk(x, t)

∂t
=

∫
dx′H(x, x′)ψk(x

′, t) (1.126)

Accordingly, the density matrix satisfies the equation:

i~
∂ρ(x, x′, t)

∂t
=

=

∫
dx′′

∑
k

[H(x, x′′)wkψk(x
′′, t)ψ⋆k(x

′, t)− wkψk(x, t)ψ
⋆
k(x

′′, t)H(x′′, x′)] =

=

∫
dx′′ [H(x, x′′)ρ(x′′, x′, t)− ρ(x, x′′, t)H(x′′, x′)]

(1.127)

where we have used the Hermiticity of Hamiltonian H⋆(x, x′) = H(x′, x). Thus
we obtain the equation of motion for the density matrix — the so called quantum
Liouville equation. In operator form it is written as:

i~
∂ρ

∂t
= [H, ρ] (1.128)

where
1

i~
[H, ρ] =

1

i~
(Hρ− ρH) ≡ {H, ρ} (1.129)

are the quantum Poisson brackets.
For systems in statistical (thermodynamic) equilibrium ρ does not explicitly

depend on time and quantum Liouville equation takes the form:

[H, ρ] = 0 (1.130)

so that ρ commutes with Hamiltonian ans is an integral of motion, similarly to
the case of classical statistical mechanics. Commutativity of operators ρ and H
and their Hermiticity allows them to have the common system of eigenfunctions.
Thus, the statistical operator of equilibrium system can be written as:

ρ(x, x′) =
∑
k

w(Ek)ψk(x)ψ
⋆
k(x

′) (1.131)

where the wave functions are eigenfunctions of the Hamiltonian (stationary
Schroedinger equation):

Hψk = Ekψk (1.132)

1.9 Microcanonical distribution in quantum statis-
tics.

Main ideas of the Gibbs approach based on the concept of statistical ensembles
can be directly generalized from classical case to quantum. In the equilibrium
state density matrix can depend only on additive integrals of motion, for the
same reasons as in classical case (factorization of density matrix for statistically
independent systems and additivity of its logarithm). In quantum mechanics
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these integrals of motion are the same as in classics: total energy of the system
(Hamiltonian H), total momentum P and total angular momentum M (cor-
responding operators acting in the space of wavefunctions). Accordingly, the
equilibrium density matrix can be the function of H, P, M only:

ρ = ρ(H,P,M) (1.133)

If the number of particles in systems of an ensemble N is not fixed, it has to be
taken into account as an additional integral of motion:

[N,H] = 0 (1.134)

where N is particle number operator with positive integer eigenvalues 0, 1, 2, ....
Then:

ρ = ρ(H,P,M, N) (1.135)

For the system at rest we have P = M = 0 and:

ρ = ρ(H) or ρ = ρ(H,N) (1.136)

Besides that, statistical operator can depend on external parameters fixed for
all systems in an ensemble, e.g. on volume V .

Microcanonical distribution in quantum statistics can be introduced in the
same way as in classical statistics. Consider an ensemble of closed, energetically
(adiabatically) isolated systems with constant volume V and total number of
particles N , which possess the same energy E up to some small uncertainty
∆E ≪ E. Let us suppose that all quantum states in an energy layer E,E+∆E
are equally probable, i.e. we can find a system from an ensemble in either of
these states with equal probability. Then:

w(Ek) =

{
[W(E,N, V )]−1 for E ≤ Ek ≤ E +∆E
0 outside this layer

(1.137)

and this is just what we call microcanonical distribution of quantum statistics.
Here everything is similar to the classical case, though the statistical weight
W(E,N, V ) is not equal to the phase volume, but from the very beginning is
just the number of quantum states in the energy layer E,E+∆E, for the system
of N particles and volume V . This directly follows from normalization condition∑
k w(Ek) = 1. Microcanonical distribution corresponds to the density matrix

of the form:
ρ(x, x′) = W−1(E,N, V )

∑
1≤k≤W

ψk(x)ψ
⋆
k(x

′) (1.138)

which can be written also in operator form as:

ρ = W−1(E,N, V )∆(H − E) (1.139)

where ∆(x) is the function, which is unity on the interval 0 ≤ x ≤ ∆E, and
zero otherwise.

Let us stress once again that the assumption of equal probability of quantum
states with the same energy for the closed (isolated) system is a simplest one,
but not obvious. The justification of this hypothesis is the task of quantum
ergodic theory.
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1.10 Partial density matrices∗.

Similarly to classical case, in practice we do not need the knowledge of the full
density matrix of N -particle system. In fact, the most important information
about the system can be obtained from the study of statistical operators for
(rather small) complexes of particles or so called partial density matrices [18].
Consider again an arbitrary system of N identical particles. Let us denote as
x1, x2, ...xN the variables of these particles (these may be coordinates, momenta
etc.). Wave functions of the whole system are functions of these variables:

ψn(x, t) = ψn(x1, ..., xN , t) (1.140)

where n denotes the “number” (the set of quantum numbers) of the given state
of the system. Operators of physical quantities are represented by generalized
matrices of the following form:

A = A(x1, ..., xN ;x′1, ..., x
′
N ) (1.141)

Consider the statistical operator of N -particle system:

ρ(x1, ..., xN ;x′1, ..., x
′
N ; t) =

∑
n

wnψn(x1, ..., xN , t)ψ
⋆
n(x

′
1, ..., x

′
N , t) (1.142)

For the system of Bosons:

Pψn(x1, ..., xN , t) = ψn(x1, ..., xN , t) (1.143)

where P is permutation operator of variables xi (i = 1, 2, ..., N). For the
system of Fermions:

Pψn(x1, ..., xN , t) = (−1)Pψn(x1, ..., xN , t) (1.144)

where (−1)P = 1 for even permutations and (−1)P = −1 for odd permutations.
Thus, in both cases we have:

Pρ = ρP or PρP−1 = ρ. (1.145)

While calculating the average values of physical characteristics we usually
deal with operators depending on variables of one, two,..., s-particles:

A1 =
∑

1≤r≤N

A(r) (1.146)

A2 =
∑

1≤r1<r2≤N

A(r1, r2) (1.147)

......

As =
∑

1≤r1<r2<...<rs≤N

A(r1, r2, ..., rs) (1.148)

where ri denotes the dependence on coordinates of the i-th particle. The average
values of such operators can be calculated with the help of density matrices,
obtained form the general ρ, taking the Sp over the (most) part of independent
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variables. Taking into account the symmetry of ρ with respect to particles
permutations (1.145), we get:

< A1 >= NSp1{A(1)ρ1(1)}(1.149)

< A2 >=
N(N − 1)

2!
Sp1,2{A(1, 2)ρ2(1, 2)}(1.150)

......

< As >=
N(N − 1)...(N − s+ 1)

s!
Sp1,2,...,s{A(1, 2, ..., s)ρs(1, 2, ..., s)}(1.151)

where we have introduced the notations:

ρ1(1) = Sp2,...,Nρ(1, 2, ..., N) (1.152)

ρ2(1, 2) = Sp3,...,Nρ(1, 2, ..., N) (1.153)

......

ρs(1, 2, ..., s) = Sps+1,...,Nρ(1, 2, ..., s, s+ 1, ..., N) (1.154)

and for brevity we used the notations ρ2(1, 2) ≡ ρ2(x1, x2;x
′
1, x

′
2, t), Sp2ρ2(1, 2) =

Spx2ρ2(x1, x2;x
′
1, x

′
2; t), etc. Density matrices ρs are called statistical operators

of complexes of s-particles or s-particle density matrices.
For operators ρs, due to (1.145), we have the following relations:

PsρsP
−1
s = ρs (1.155)

where Ps is permutation operator of s particles, and

ρs(1, 2, ..., s) = Sps+1ρs+1(1, ..., s, s+ 1) (1.156)

which gives the expression of s-particle density matrix via s+1-particle density
matrix.

Let us use instead of ρs operators Fs defined as:

Fs(1, ..., s) = N(N − 1)...(N − s+ 1)ρs(1, ..., s) (1.157)

From (1.156) we obtain similar relations:

Fs(1, ..., s) =
1

N − s
Sps+1Fs+1(1, ..., s, s+ 1) (1.158)

In the limit of N → ∞ and for fixed s, we can neglect s in the denominator, so
that:

Fs(1, ..., s) =
1

N
Sps+1Fs+1(1, ..., s, s+ 1) (1.159)

In analogy with classical case we shall call Fs s-particle distribution functions.
Under permutations we obviously have: PsFsP

−1
s = Fs. The averages of phys-

ical quantities (1.151) are written now as:

< As >=
1

s!
Sp1,...,s{A(1, ..., s)Fs(1, ..., s)} (1.160)

Let us write an operator As in the standard second quantized form:

As =
1

s!

∑
{f,f ′}

A(f1, ..., fs; f
′
s, ..., f

′
1)a

+
f1
...a+fsaf ′

s
...af ′

1
(1.161)
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where a+f , af are operators of creation and annihilation of particles in some single
particle states, characterized by quantum numbers f , and A(f1, ..., fs; f

′
s, ..., f

′
1)

is the appropriate matrix element of an operator of dynamical variable A. Then,
calculating the ensemble averages we have:

< As >=
1

s!

∑
{f,f ′}

A(f1, ..., fs; f
′
s, ..., f

′
1) < a+f1 ...a

+
fs
af ′

s
...af ′

1
> (1.162)

Comparing this expression with Eq. (1.160) we obtain the following general
expression for s-particle distribution function in second quantized form:

Fs(1, ..., s) =< a+f1 ...a
+
fs
af ′

s
...af ′

1
> (1.163)

which is very convenient in practical calculations of quantum statistical me-
chanics and is widely used in the modern theory of many particle systems10.
In fact, calculation of these averages in different physical situations is the main
task of this theory. One of the methods to perform such calculations is to
construct the system of coupled equations for such distribution functions (Bo-
golyubov’s chain), similar to the classical case and its approximate solution by
some method. This approach is used e.g. during the derivation of quantum
kinetic equations (see Chapter 10).

For a number of problems, as well as to discuss the correspondence with
classical case, often is convenient to introduce the so called Wigner’s distribution
function in the “mixed” coordinate – momentum representation. Consider the
single particle density matrix ρ1(1) = ρ(x,x′), where x are coordinates of the
particle, and define Wigner’s distribution function as:

f(x,p) =
1

(2π)3

∫
dξe

i
~pξρ

(
x+

ξ

2
,x− ξ

2

)
(1.164)

i.e. via Fourier transform over the difference of coordinates ξ = x− x′. Inte-
grating this function by x and p we obtain diagonal elements of the density
matrix in x and p representations:

ρ(x,x) =

∫
dpf(x,p) ρ(p,p) =

∫
dxf(x,p) (1.165)

which is easily obtained from definition of Wigner’s function after proper change
of variables. Of course, this distribution function f(x,p) can not be understood
as distribution function over coordinates and momenta (because of uncertainty
principle!), but its integrals separately define distribution functions over coor-
dinates and momenta. By itself, Wigner’s function can even be negative and
does not have the meaning of the usual (classical) distribution function.

1.11 Entropy.

1.11.1 Gibbs entropy. Entropy and probability.

Let us return to the case of classical statistical mechanics and consider the
logarithm of distribution function (with inverse sign):

η = − ln ρ(p, q, t) (1.166)

10Let us stress that angular brackets here denote averaging (taking the trace) with full
N -particle density matrix!
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This function plays a special role, e.g. above we have already seen that it is
additive for factorizing distribution functions of independent subsystems, which
is analogous to the additivity of entropy in thermodynamics. The average value
of this function is called Gibbs entropy:

S =< η >= −
∫

dpdq

(2π~)3NN !
ρ(p, q, t) ln ρ(p, q, t) (1.167)

Let us calculate this entropy for microcanonical distribution (1.58) describing a
closed system in equilibrium. Substituting into Eq. (1.167) distribution function
given by (1.58):

ρ(p, q) =

{
[W(E,N, V )]−1 for E ≤ H(p, q) ≤ E +∆E
0 outside this layer

(1.168)

where

W(E,N, V ) =
1

N !(2π~)3N

∫
E≤H(p,q)≤E+∆E

dpdq (1.169)

we obtain:

S(E,N, V ) = −
∫

E≤H(p,q)≤E+∆E

dpdq

(2π~)3NN !

1

W(E,N, V )
ln[W(E,N, V )]−1 =

= lnW(E,N, V )

(1.170)

Thus, for microcanonical distribution Gibbs entropy is equal to the logarithm
of statistical weight, i.e. to the logarithm of the number of quantum states in
the energy layer of the width ∆E, corresponding to given macroscopic state of
our system11.

In quantum statistics we may similarly introduce the operator of entropy via
logarithm of the density matrix:

η = − ln ρ (1.171)

We have seen above that statistical operator ρ is Hermitian and positive definite.
Accordingly, its logarithm is also Hermitian and entropy operator is positive:
if w1, w2, ... are the eigenvalues of operator ρ, the eigenvalues of operator η are
correspondingly − lnw1,− lnw2, ..., as eigenvalues of the function of an operator
are equal to the same function of eigenvalues. From 0 ≤ wk ≤ 1 it follows that
− lnwk ≥ 0.

Entropy operator is additive: if operator ρ is a direct product of operators
ρ1 ρ2:

ρ = ρ1 × ρ2 (1.172)

11Statistical weightW(E,N, V ) = expS(E,N, V ), by definition, is the number of energy lev-
els on the energy interval ∆E, which characterized the energy distribution width. Dividing ∆E
byW(E,N, V ) we obviously get the average distance between the energy levels in the spectrum
in the vicinity of E. Denoting this distance by D(E) we obtain: D(E) = ∆E exp(−S(E)). In
this sense, the value of entropy S(E) determines the density of states in this energy interval.
Due to additivity of entropy we can claim that the average distance between energy levels of
macroscopic system is dropping exponentially fast with the growth of the number of particles,
so that the spectrum of a macroscopic body is, in fact, continuous [1].
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we get
η = − ln ρ1 − ln ρ2 = η1 + η2 (1.173)

Now we can again introduce Gibbs entropy as average logarithm of the density
matrix (with a minus sign):

S =< η >= − < ln ρ >= −Spρ ln ρ (1.174)

Entropy is positive definite and in some diagonal representation it can be written
as:

S = −
∑
k

wk lnwk ≥ 0 (1.175)

Only for the special case, when density matrix corresponds to pure state, we have
S = 0 (one of wk = 1, all others are zero). If ρ describes statistically independent
ensembles (1.172), we get S = S1 + S2, where S1 = −Spρ1 ln ρ1 and S2 =
−Spρ2 ln ρ2, so that Gibbs entropy is additive (as entropy in thermodynamics).

Let us discuss statistical meaning of entropy. Consider a macroscopic state of
the system, which is characterized by E,N, V and some additional macroscopic
parameters (x1, x2, ..., xn), or just x for brevity. Let the statistical weight of the
macroscopic state with the fixed values of these parameters be W(E,N, V, x).
Then, the probability of realization of this state (E,N, V, x) due to the equal
probability of all states in microcanonical ensemble is simply given by (sum of
probabilities!):

w(x) =
W(E,N, V, x)∑
xW(E,N, V, x)

= C exp(S(E,N, V, x)) (1.176)

where
S(E,N, V, x) = lnW(E,N, V, x) (1.177)

is the entropy of the state (E,N, V, x).
In many cases the most probable value of x, which we denote by x∗, and the

average value < x > just coincide, as probability w(x) possesses a sharp peak
at x = x∗ (for large enough system). The most probable value x∗ is determined
by the maximum of w(x):

S(E,N, V, x) =Max for x = x∗ (1.178)

or
∂S(E,N, V, x∗1, ..., x

∗
n)

∂x∗j
= 0 j = 1, 2, ..., n (1.179)

It is easy to conclude that

w(∆x) = C ′ exp{S(E,N, V, x∗ +∆x)− S(E,N, V, x∗)} (1.180)

determines the probability of deviations (fluctuations) ∆x of parameters x from
their most probable (average or equilibrium!) values12. This property of entropy
gives the foundation of its statistical applications (Boltzmann’s principle), it is
also the foundation for the theory of fluctuations (Einstein, see Chapter 7).

12We can write: w(x∗ +∆x) = C exp{S(x∗ +∆x)} = C′exp{S(x∗ +∆x)− S(x∗)}, where
C′ = C exp{S(x∗)} is just the new normalization constant.
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1.11.2 The law of entropy growth.

In thermodynamics it is shown that the entropy of an isolated system can only
increase or remain constant in the state of thermodynamic equilibrium. For
the equilibrium state we shall show below that Gibbs definition of entropy is
actually equivalent to thermodynamic entropy. However, for non equilibrium
cases, when distribution function ρ(p, q, t) depends on time, situation is much
more complicated. In fact, we can easily show that for isolated system Gibbs
entropy does not depend on time at all, thus it just can not increase. To see
this, let at t = 0 distribution function be ρ(p0, q0, 0), while at the moment t
it is equal to some ρ(p, q, t), where (p, q) belongs to a phase trajectory passing
through (p0, q0) and moving according to Hamilton equations. According to
Liouville theorem we have (1.45):

ρ(p0, q0, 0) = ρ(p, q, t), (1.181)

Then at time moment t Gibbs entropy is equal to:

S = −
∫

dpdq

(2π~)3NN !
ρ(p, q, t) ln ρ(p, q, t) =

= −
∫

dp0dq0

(2π~)3NN !
ρ(p0, q0, 0) ln ρ(p0, q0, 0) (1.182)

as due to Liouville theorem on conservation of the phase volume we have
dpdq = dp0dq0. Then it is obvious that Gibbs entropy can not serve as the
general definition of entropy for the arbitrary non equilibrium state. This is
the major paradox directly connected to principal difficulty of justifying the
irreversible thermodynamic behavior by time - reversible equations of motion
of classical (and also quantum) mechanics, which lead to active discussions al-
ready at the initial stages of development of statistical mechanics (Boltzmann,
Zermelo, Poincare, Gibbs).

Using some early ideas of Gibbs, further developed by Paul and Tatiana
Ehrenfest, the following heuristic picture can illustrate the statistical sense of
entropy growth with time evolution of mechanical system. Starting with the
idea of inevitable limitations of measurements of coordinates and momenta in
the phase space13 let us introduce the “coarse grained” distribution function
related to “microscopic” distribution ρ(p, q, t) by the following relation:

ρ̃(p, q, t) ≡ ρi =
1

ωi

∫
ωi

dpdqρ(p, q, t) (1.183)

where the integration (averaging) is performed over some small fixed “cells” in
the phase space ωi, with size determined by the limitations of measurements
mentioned above. Such averaging (“coarse graining”) of distribution function
just means that we introduce some “natural” and finite resolution in the phase
space – smaller scales are outside the limits of measurements procedures avail-
able to us. For example, we have already noted that there exists the abso-
lute lower boundary for any “cell” ωi in the phase space, which can not be

13This may be related to finite resolution of experimental apparatus, sensitivity to initial
conditions etc.
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smaller than (2π~)3N due to uncertainty principle14. “Coarse grained” distri-
bution function (1.183) is obviously constant inside the appropriate “cell” ωi,
surrounding the point (p, q). Then, any integral over the whole phase space
with our distribution function can be written as:∫

dpdqρ(p, q)... =
∑
i

ρiωi... =
∑
i

∫
ωi

dpdqρ(p, q)... =

∫
dpdqρ̃(p, q)...

(1.184)
Now we shall see that Gibbs entropy, constructed with the help of “coarse
grained” distribution is, in general case, time dependent and can increase with
time. Let us compare the values of Gibbs entropy calculated with “coarse
grained” distribution function at the moments t and t = 0, assuming that at
the initial moment microscopic distribution function just coincides with “coarse
grained”:

ρ(p0, q0, 0) = ρ̃(p0, q0, 0) (1.185)

We have:

St − S0 =

= −
∫
dΓρ̃(p, q, t) ln ρ̃(p, q, t) +

∫
dΓ0ρ(p

0, q0, 0) ln ρ(p0, q0, 0) =

= −
∫
dΓ {ρ(p, q, t) ln ρ̃(p, q, t)− ρ(p, q, t) ln ρ(p, q, t)} (1.186)

where we have used Liouville theorem to write dΓ0 = dΓ and also (1.181) and
removed tilde over distribution function, which is not under the logarithm, which
according to (1.184) is always correct under integration15.

For two arbitrary normalized distribution functions ρ and ρ′, defined in the
same phase space, we can prove the following Gibbs inequality16:∫

dΓρ ln

(
ρ

ρ′

)
≥ 0 (1.187)

where equality is achieved only in the case of ρ = ρ′. Then, from Eq. (1.186)
(taking ρ̃ = ρ′) we immediately obtain:

St ≥ S0 (1.188)

Let ρ(p0, q0, 0) be some non equilibrium distribution, then at the moment t:

ρ(p, q, t) ̸= ρ̃(p, q, t) (1.189)

14In general, the situation with entropy time dependence in quantum statistical mechanics
is quite similar to that in classical statistical mechanics and we shall limit ourselves here to
classical case only, referring to the discussions of the quantum case in literature [3].

15We have:
∫
dpdqρ̃(p, q) ln ρ̃(p, q) =

∑
i ρiωi ln ρi =

∑
i

[∫
ωi
dpdqρ(p, q) ln ρi

]
=∫

dpdqρ(p, q) ln ρ̃(p, q), which was used in Eq. (1.186).
16This inequality follows from ln

(
ρ
ρ′

)
≥ 1 − ρ′

ρ
(ρ > 0, ρ′ > 0), where equality is valid

only for ρ = ρ′. It is clear from inequality ln x ≥ 1 − 1
x
, valid for x > 0 (equality for x = 1),

where we put x = ρ
ρ′ . After multiplication by ρ and integration over the phase space we get:∫

ρ ln
(

ρ
ρ′

)
dΓ ≥

∫
ρ
(
1− ρ′

ρ

)
dΓ = 0, where we have used normalization, thus proving Eq.

(1.187.)
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as though ρ(p, q, t) does not change along phase trajectory, but the “cell”, ω,
surrounding an arbitrary point (p, q) will be “visited” by phase points from
other “cells” (chaotically coming and going), and these processes, in general
case, will not compensate each other. This is called “mixing” of phase points.
Taking into account Eq. (1.189) from Eq. (1.188) it follows that:

St > So (1.190)

i.e. entropy, defined with “coarse grained” distribution function, grows with
time. This conclusion is valid if the motion of phase points is “mixing” in
the above mentioned sense. The “mixing” nature of motion in phase space
is intimately related to local instability of phase trajectories, which appears
(as a rule!) for non trivial physical systems. even with pretty small number
of particles [12]. This instability leads to exponential (in time) growth of the
distance between phase points on different trajectories initially quite close to
each other. In more details, though still on rather elementary level, we shall
discuss this situation in Appendix A.

However, the introduction of the “coarse grained” distribution function can
not be considered as quite satisfactory solution of the problem. The smaller the
scale of “coarse graining” (the size of the “cells” ω) the smaller is the entropy
growth, and in the limit of ω → 0 it just goes to zero. At the same time, the
growth of physical entropy should not depend on the scale of “coarse graining”.
Fro example, we could have taken ω ∼ ~3N , in agreement with requirements
of quantum mechanics, but in this case the growth of the entropy would be
controlled by the size of Planck constant ~. However, this is obviously not so,
there is no such relation at all. There are different point of view with respect
to this problem. Some researchers believe [3] that “coarse graining” should
be performed within two limiting procedures: first we must go to the usual
thermodynamic limit of statistical mechanics with number of particles in the
system N → ∞, system volume V → ∞, while particle density remains finite
N/V = const, and only afterwards we perform the limit of ω → 0. Modern pint
of view [12] is that thermodynamic limit here is irrelevant and “mixing” of phase
points (positive Kolmogorov entropy, see Appendix A) is sufficient to guaran-
tee “correct” physical behavior, even for systems with rather small number of
degrees of freedom N > 2. An isolated system, irrespective of initial condi-
tions, evolves to the equilibrium state, where it can be (with equal probability)
discovered in any of its possible microscopic states (ergodic behavior).

Another, probably more physical approach to defining non equilibrium en-
tropy [1] is based on the unquestionable definition of the entropy of equilibrium
state (1.170). Assume that the system is initially in some not completely equi-
librium state and start to analyze its evolution during time intervals ∆t. Let us
separate the system in some smaller (more or less independent) parts, so small
that their relaxation times are also small compared with ∆t (relaxation times
are usually smaller for smaller systems – an empirical fact!). Such subsystems
during the time interval ∆t can be considered to be in their partial equilibrium
states, which are described by their own microcanonical ensembles, when we can
use the usual definitions of statistical weight and calculate appropriate (equilib-
rium) entropies. Then the statistical weight of the complete system is defined
as the product W =

∏
iWi of statistical weights of the separate subsystems,

and entropy S =
∑
i Si. In such an approach, the entropy characterize only
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some average properties of the body during some finite time interval ∆t. Then
it is clear that for too small time intervals ∆t the notion of entropy just looses
its meaning and, in particular, we can not speak about its instant value.

More formally we can analyze the entropy growth in this approach in the
following way. Consider the closed macroscopic system at the time moment t.
If we break this system into relatively small parts (subsystems), each will have
its own distribution function ρi. The entropy S of the whole system at that
moment is equal to:

S = −
∑
i

< ln ρi >= − < ln
∏
i

ρi > (1.191)

Considering our subsystems as quasi independent, we can introduce the distri-
bution function of the whole system as:

ρ =
∏
i

ρi (1.192)

To obtain distribution function at some later time t′ we have to apply to ρ the
mechanical equations of motion for the closed system. Then ρ will evolve at
the moment t′ to some ρ′. To obtain the distribution function of only i-th part
of the system at the moment t′ we must integrate ρ′ over phase volumes of all
subsystems, except the i-th. If we denote this distribution function as ρ′i, then
at the moment t′ we get:

ρ′i =

∫
1

∫
2

...

∫
i−1

∫
i+1

...dΓ1dΓ2...dΓi−1dΓi+1...ρ
′ (1.193)

Note that in general case ρ′ already can not be written as a product of all ρ′i.
The entropy at the moment t′, according to our definition is:

S′ = −
∑
i

< ln ρ′i > (1.194)

where the averaging < ... > is performed already with distribution function ρ′.

Let us use now the inequality lnx ≤ x− 1, valid for x > 0. Put here x =
∏

i ρ
′
i

ρ′

to obtain:

− ln ρ′ +
∑
i

ln ρ′i ≤
∏
i ρ

′
i

ρ′
− 1 (1.195)

Averaging both sides of this inequality with distribution function ρ′, we get zero
in the r.h.s., as

∫
dΓ1dΓ2...

∏
i ρ

′
i =

∏
i

∫
dΓiρi = 1 due to normalization, while

the l.h.s. reduces to < − ln ρ′ > +
∑
i < ln ρ′i >. Finally we get:

− < ln ρ′ > −S′ ≤ 0 (1.196)

According to Liouville theorem distribution function ρ does not change under
mechanical motion, so the value of − < ln ρ′ > remains equal to − < ln ρ >,
which is the initial entropy S. Thus we obtain:

S′ ≥ S, (1.197)

proving the entropy law: if the closed system is defined by its macroscopic state
at some moment of time, the most probable behavior at some later time is the
growth of entropy.
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Figure 1.2: Typical realization of Ehrenfest’s “H-curve”. Ordinate shows the
value of |nA(s)− nB(s)| = 2|nA(s)−R|.

Mechanical equations of motion are symmetric with respect to the replace-
ment of t by −t. If mechanical laws allow some process, e.g. characterized by
the growth of entropy, they also must allow just the opposite process, when sys-
tem passes through precisely the same configurations in inverse order, so that
its entropy diminishes. It may seem that we came to a contradiction. However,
the formulation of law of the entropy growth used above, does not contradict
the time invariance, if we speak only about the most probable evolution of some
macroscopically defined state. In fact, the above arguments never used explic-
itly the fact that t′ > t! Similar discussion will show that S′ ≥ S also for t ≤ t′.
In other words, the law of the entropy growth means only that given the macro-
scopic state, of all microscopic states forming this macroscopic state, immensely
vast majority will evolve at a later time to the state with larger entropy (or
the same entropy in case of equilibrium). Thus the entropy law is primarily a
statistical statement!

To understand this situation better, we may use a heuristic model discussed
first by Paul and Tatiana Ehrenfest. Consider 2R balls, numbered from 1 to
2R, and distributed among two boxes A and B. At some discrete moment
of time s random number generator produces some integer from the interval
between 1 and 2R. Then, the ball with this number is just transferred form
one box to another and this procedure continues for many times. Actually, this
procedure is simple to realize on any modern PC. Intuitively, it is quite clear
what happens. Consider, for simplicity, the initial state when all balls are in
the box A. Then, on the first step we necessarily transfer one ball from A to
B. On the second step we may return to the initial state, but probability of
this event is (2R)−1 and small if 2R is big enough. Actually, with much larger
probability 1− (2R)−1 another ball is transferred to box B. It is clear that until
the number of balls nA in box A is significantly larger than the number of balls
nB in box B, we “almost always” will observe only transitions from A to B. Or
in more detail, let there be nA(s) balls in box A at the time moment s, while
in box B there are 2R − nA(s) balls. At the next moment s + 1 probability
of emergence of the ball with number belonging to box A is nA

2R , while the

probability of emergence of the ball from box B is, naturally, 2R−nA

2R . However,
until nA > 2R − nA, the “relative chance” nA

2R−nA
of ball from A to appear,

compared with the similar chance of emergence of the ball from B, is obviously
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larger than 1. Thus, more probable is transition A → B and the difference of
the number of balls in our boxes diminishes with “time”. This tendency persists
until we achieve the equality nA− (2R−nA) = 0, and it becomes weaker as this
difference approaches zero. Thus, as the number of balls in both boxes tends
to be equal, the probabilities of emergence of balls from either from A or B
become closer to each other, and the result (for the further moments of time)
becomes less and less clear. The next transfer may lead to further “equalization”
of the number of balls in both boxes, but it may also lead to inverse process.
Fig.1.2 shows a typical realization of such experiment with 40 balls. It is seen
that initially the process seems to be irreversible, but close to the “equilibrium
state” the difference of number of balls in our boxes starts to fluctuate, which
shows that in fact we are dealing with reversible process17. We can not say that
this difference always diminishes with “time”, but we can be absolutely sure
that for large values of the number of balls 2R it diminishes “almost always”,
while we are far enough from the “equilibrium”. The behavior of entropy in non
equilibrium many particle system is precisely the same (with negative sign)!

Ehrenfest’s model allows a simple answer to all objections against the statis-
tical mechanical justification of irreversible behavior. According to the principle
of microscopic reversibility of mechanical motion, the process after “time rever-
sal”, when the movement of the balls will precisely go in reverse order along the
same “H-curve”, is completely possible. But for large enough values of R such
process is absolutely improbable. The probability of all balls to return “some-
time” to a single box is not zero, but it is extremely small (say for R ∼ 1022!).
Precisely the same is the meaning of thermodynamic irreversibility and the law
of entropy growth18.

Thus, the common viewpoint is that an evolving isolated system essentially
passes through states corresponding to more and more probable distributions.
This behavior is overwhelming due to the factor exp(S), where in the exponent
we have an additive entropy. Thus, the processes closed in non equilibrium
system develop in such a way, that the system continuously go from the states
with lower entropy to the states with larger entropy, until the entropy reaches
its maximum in the state of statistical equilibrium. Speaking about “most prob-
able” behavior we must take into account that in reality the probability of a
transition to a state with larger entropy is immensely larger, than the probability
of any significant entropy drop, so that such transitions are practically unob-
servable (up to small fluctuations). This, purely statistical, interpretation of
the entropy growth was first formulated by Boltzmann. “It is doubtful whether
the law of increase of entropy thus formulated could be derived on the basis of
classical mechanics”[1]19. In the framework of modern statistical mechanics of

17On Fig.1.2 these fluctuations are always positive because the ordiante shows the absolute
value of the difference in the number of balls in boxes A and B.

18“What, never? No, never! What, never? Well, hardly ever!” to quote Captain Corcoran of
H.M.S. Pinafore by W.Gilbert and A.Sullivan (1878). This quotation was used in the context
of entropy behavior in Ch. 4 of “Statistical Mechanics” by J.Mayer and M.Goeppert-Mayer,
Wiley, NY 1940.

19Landau made an interesting observation that in quantum mechanics situation probably
change. Though Schroedinger equation, by itself, is invariant with respect to time reversal
(with simultaneous replacement of ψ by ψ⋆), quantum mechanics contains some inequivalence
of both directions of time. This inequivalence appears due to the importance of the process
of interaction of the quantum object with a classical system (e.g. related to the measurement
process). If the quantum object undergoes successively two processes of such interaction, say
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non equilibrium systems [3, 16] and physical kinetics [13, 14, 15] it is possible
to explicitly demonstrate the entropy growth in a number of concrete statisti-
cal models. However, we always need some physical (statistical) assumption to
obtain this behavior. We shall return to brief discussion of these problems later.

A and B, the claim that the probability of some outcome of the process B is determined by
the result of the process A is justified only if the process A preceded B. Thus it seems that
in quantum mechanics there is some physical inequivalence of both directions of time, so that
the law of the entropy growth may follow from it. However, in this case there should be some
inequality containing ~, justifying the validity of this law. There is no evidence at all that this is
true. Similarly, we may mention the possibility to explain irreversible thermodynamic behavior
by the experimentally known fact of very weak CP -symmetry violation in the modern physics
of elementary particles, which inevitably leads to a weak violation of T -invariance in the
processes of elementary particles interactions. Up to now there is no accepted interpretations
of this kind.
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Chapter 2

GIBBS DISTRIBUTION

2.1 Canonical distribution.

Let us consider most important, from practical point of view, task of finding the
distribution function of an arbitrary macroscopic body, which is a small part
(subsystem) of much larger closed (adiabatically isolated) system. Suppose that
we can consider this large system as consisting of two parts: the body (subsys-
tem) of interest to us and the rest of a system (surrounding the body), which
we shall call thermostat or bath (cf. Fig. 2-1). It is assumed that thermostat

Figure 2.1: System (1) in thermostat (bath) (2).

is a system with many degrees of freedom, which can exchange energy with
our subsystem, and it is so large that its own state is unchanged during such

45
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interaction1.
Let us start with quantum statistics. Both parts, our subsystem and bath,

can be considered as a single, energetically isolated (closed) system with Hamil-
tonian:

H = H1 +H2 (2.1)

where H1 is the Hamiltonian of (sub)system under study and H2 is the Hamil-
tonian of bath (thermostat), which is assumed to be much larger than system of
interest to us. Interaction between our system and bath is assumed to be very
weak, but, strictly speaking, finite, as it is to guarantee the equilibrium state
of both parts of the large system (in Hamiltonian (2.1) this interaction is just
dropped)2. In this case the wave function, corresponding to the Hamiltonian
(2.1), is factorized into a product of the wave functions of the bath (system 2)
and the body under study (system 1):

ψik(x, y) = ψk(x)ψi(y) (2.2)

where ψk(x) is an eigenfunction of H1 and ψi(y) is an eigenfunction of H2, while
x and y are sets of coordinates of the system and the bath correspondingly.

Energy levels of the whole (composite) system (neglecting small surface in-
teraction effects) are just sums of energy levels of systems (1) and (2):

Eik = Ei + Ek (2.3)

where Ek denote energy levels of system (1), and Ei denote energy levels of
bath (2).

Statistical operator (density matrix) of the whole (closed!) system is:

ρ(xy;x′y′) =
∑
ik

wikψik(x, y)ψ
⋆
ik(x

′, y′) (2.4)

where wik is defined, according to our basic assumption, by microcanonical
distribution (1.58):

w(Eik) =

{
[W(E)]−1 for E ≤ Eik ≤ E +∆E
0 outside this energy layer

(2.5)

Density matrix of the system under study (1) can be obtained by taking the trace
of the statistical operator of the whole (composite) system over the coordinates
(variables) of the bath (subsystem (2))3:

ρ(x, x′) = Sp2ρ(xy;x
′y′) =

∑
ik

wik

∫
dyψik(x, y)ψ

⋆
ik(x

′, y) (2.6)

From here, using (2.2) and orthonormality of wave functions, we immediately
obtain:

ρ(x, x′) =
∑
k

wkψk(x)ψ
⋆
k(x

′) (2.7)

1The following presentation mainly follows Ref. [3]. Some points are explained following
Ref. [1].

2For example, the thermal contact of our body with a bath is only through its boundary
and can be considered a small surface effect.

3This operation is similar to that we used while obtaining e.g. the single particle density
matrix from the two particle one.
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where
wk =

∑
i

wik (2.8)

Now it is clear that to get the probability distribution of quantum states for
system (1) we have simply to sum the probability distribution for the whole
system over the states of the bath (thermostat):

w(Ek) =
∑
i

w(Ei + Ek)|Ei+Ek=E =
1

W(E)

∑
i

1|Ei=E−Ek
. (2.9)

where for brevity we denoted Eik = E. It is clear that (2.9) reduces to:

w(Ek) =
W2(E − Ek)

W(E)
(2.10)

where W2(E − Ek) is the number of quantum states of the bath with energy
E − Ek, while W(E) is the number of states of the whole (composite) system,
corresponding to energy E.

Introducing entropy of the bath S2(E) and entropy of the whole system S(E)
via (1.170), we rewrite (2.10) as:

w(Ek) = exp{S2(E − Ek)− S(E)} (2.11)

Taking into account that our system (1) is small in comparison with the bath,
so that Ek ≪ E, we can write an expansion:

S2(E − Ek) ≈ S2(E)− ∂S2

∂E
Ek (2.12)

Substituting (2.12) into (2.11) we get:

w(Ek) = A exp

(
−Ek
T

)
(2.13)

where we have introduced the temperature T (of the bath!) as:

1

T
=
∂S2(E)

∂E
=
∂ lnW2(E)

∂E
(2.14)

This definition of (inverse) temperature coincides with that used in thermody-
namics, if we identify our entropy with that of thermodynamics. In Eq. (2.13)
A = exp{S2(E) − S(E)} = const, is a constant independent of Ek, i.e. inde-
pendent of the state of our system under study (1), and this constant can be
determined just by normalization condition. Equation (2.13) is one of the most
important expressions of statistical mechanics, it defines the statistical distri-
bution for an arbitrary macroscopic body, which is a relatively small part of
some large closed system (essentially, this is probably the most general case of
a problem to be solved in reality – there is always some surrounding media for
any system of interest!). Eq. (2.13) is called canonical Gibbs distribution.

Normalization constant A is determined from
∑
k wk = 1, and using (2.13)

we immediately get:
1

A
≡ Z =

∑
k

e−
Ek
T . (2.15)
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Here we introduced Z, which is usually called statistical sum or partition func-
tion. Using this notation we can rewrite the canonical distribution (2.13) in the
following standard form4:

w(Ek) = Z−1 exp

(
−Ek
T

)
(2.16)

The average value of an arbitrary physical variable, described by quantum op-
erator f , can be calculated using Gibbs distribution as:

< f >=
∑
k

wkfkk =

∑
k fkke

−Ek
T∑

k e
−Ek

T

(2.17)

where fkk is the diagonal matrix element f calculated with eigenfunctions cor-
responding to exact energy levels of the system Ek.

In classical statistics we may proceed in a similar way. Let us consider a small
part of an isolated classical system (subsystem), so that we can write a volume
element dΓ0 of the phase space of the whole (isolated) system as dΓ0 = dΓ′dΓ,
where dΓ is related to our subsystem, while dΓ′ relates to bath (surrounding
media). We are interested in distribution function for the subsystem, and where
is the bath in the phase space is of no interest to us, so that we just integrate
over its variables (coordinates and momenta). Using the equality of probabilities
of all states of microcanonical ensemble (describing the whole closed system,
consisting of our subsystem and the bath) we get:

dw ∼ W ′dΓ (2.18)

where W ′ is the phase space (statistical weight) of the bath. Rewriting this
statistical weight via entropy we obtain:

W ′ ∼ exp{S′(E0 − E(p, q))} (2.19)

where E0 is the energy of the whole closed system, while E(p, q) is the energy
of subsystem. The last relation takes into account simply, that the energy of
thermostat (bath) is given by: E′ = E0−E(p, q), because E0 = E′+E(p, q), if we
can neglect interactions between the subsystem and the bath. Now everything
is quite easy:

dw = ρ(p, q)dΓ ∼ exp{S′(E0 − E(p, q))}dΓ (2.20)

so that
ρ(p, q) ∼ exp{S′(E0 − E(p, q))} (2.21)

As above we can expand:

S′(E0 − E(p, q)) ≈ S′(E0)− E(p, q)
dS′(E0)

dE0
= S′(E0)−

E(p, q)

T
(2.22)

where once again we have introduced the temperature of the bath T . Finally
we obtain the canonical distribution:

ρ(p, q) = Ae−
E(p,q)

T (2.23)

4If we measure the temperature in absolute degrees (K), and not in energy units, as it
is done in the whole text, we have to replace T → kBT , where kB is Boltzmann’s constant,
kB = 1.38 10−16erg/K or kB = 1.38 10−23J/K. In this case we also have to add kB to our
definition of entropy: S = kB lnW.
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where E(p, q) is the energy of the body under study (subsystem in the bath), as
a function of coordinates and momenta of its particles. Normalization constant
A is determined by condition:∫

dΓρ(p, q) = A

∫
dΓe−

E(p,q)
T = 1

Z = A−1 =

∫
dΓe−

E(p,q)
T (2.24)

where Z is called statistical integral or partition function.

Let us return to quantum case. Density matrix corresponding to canonical
Gibbs distribution can be written as:

ρ(x, x′) = Z−1
∑
k

e−
Ek
T ψk(x)ψ

⋆
k(x

′) (2.25)

where x is the coordinate set (and probably also spins) of particles (if we work
in coordinate representation), ψk(x) are eigenfunctions of Hamiltonian H.

Let us introduce operator exp
(
−H
T

)
. Then we can write down the compact

operator expression for canonical distribution:

ρ = Z−1 exp

(
−H
T

)
(2.26)

and partition function:

Z = Sp exp

(
−H
T

)
(2.27)

This expression for partition function is very convenient because of the invari-
ance of trace (Sp) with respect to matrix representations it is independent of
the choice of wave functions ψk(x), which may not necessarily be eigenfunctions
of H.

Up to now we have spoken about canonical Gibbs distribution as statisti-
cal distribution for a subsystem inside some large closed system. Note that
above in Eq. (1.56) we, in fact, already obtained it almost from “nothing”,
while discussing the role of energy and other additive integrals of motion. This
derivation was absolutely correct, but it was relatively obscure and formal from
the physical point of view.

It is necessary to stress that canonical distribution may be successfully ap-
plied also to closed systems. In reality, the values of thermodynamic characteris-
tics of the body are independent of whether we consider it as closed system or a
system in some (probably imaginary) thermostat (bath). The difference between
isolated (closed) and open body is only important, when we analyze relatively
unimportant question of fluctuations of the total energy of this body. Canonical
distribution produces some finite value of its average fluctuation, which is a real
thing for the body in some surrounding media, while it is fictitious for an iso-
lated body, as its energy is constant by definition and is not fluctuating. At the
same time, canonical distribution is much more convenient in most calculations,
than microcanonical distribution. In fact it is mostly used in practical tasks
forming the basis of statistical mechanics mathematical apparatus.
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2.2 Maxwell distribution.

As a simplest example of an important application of canonical distribution
we consider the derivation of Maxwell’s distribution function. In classical case
the energy E(p, q) can always be represented as a sum of kinetic and potential
energy. Kinetic energy is usually a quadratic form of momenta of atoms of
the body, while potential energy is given by some function of their coordinates,
depending on the interaction law and external fields if present:

E(p, q) = K(p) + U(q) (2.28)

so that probability dw = ρ(p, q)dpdq is written as:

dw = Ae−
K(p)

T e−
U(q)
T dpdq (2.29)

i.e. is factorized into the product of the function of momenta and function of
coordinates. This means that probability distributions for momenta (velocities)
and coordinates are independent of each other. Then we can write:

dwp = ae−
K(p)

T dp (2.30)

dwq = be−
U(q)
T dq (2.31)

Each of these distribution functions can be normalized to unity, which will define
normalization constants a and b.

Let us consider probability distribution for momenta (velocities), which
within the classical approach is independent of interactions between particles or
an external fields, and is in this sense universal. For an atom with mass m we
have5:

dwp = a exp

(
− 1

2mT
(p2x + p2y + p2z)

)
dpxdpydpz (2.32)

from which we see that distributions of momentum components are also inde-
pendent. Using the famous Poisson-Gauss integral6:

I =

∫ ∞

−∞
dxe−αx

2

=

√
π

α
(2.33)

we find:

a

∫ ∞

−∞
dpx

∫ ∞

−∞
dpy

∫ ∞

−∞
dpz exp

[
− 1

2mT
(p2x + p2y + p2z)

]
=

= a

(∫ ∞

−∞
dpe−p

2/2mT

)3

= a(2πmT )3/2

so that:
a = (2πmT )−3/2 (2.34)

5Kinetic energy of the body is the sum of kinetic energies of constituent atoms, so that
this probability distribution is also factorized into the product of distributions, each of which
depends only on the momenta of one atom

6It is easy to see that I2 =
∫∞
−∞ dxe−αx2 ∫∞

−∞ dye−αy2
=

∫∞
−∞ dx

∫∞
−∞ dye−α(x2+y2) =

2π
∫∞
0 dρρe−αρ2 = π

∫∞
0 dze−αz = π/α, thus proving Poisson-Gauss expression.
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Finally, probability distribution for momenta has the following form:

dwp =
1

(2πmT )3/2
exp

(
−
p2x + p2y + p2z

2mT

)
dpxdpydpz (2.35)

Transforming from momenta to velocities, we can write the similar distribution
function for velocities:

dwv =
( m

2πT

)3/2
exp

(
−
m(v2x + v2y + v2z)

2T

)
dvxdvydvz (2.36)

This is the notorious Maxwell’s distribution, which one of the first results of
classical statistics. In fact it is factorized into the product of three independent
factors:

dwvx =

√
m

2πT
e−

mv2
x

2T dvx... (2.37)

each determining the probability distribution for a separate component of ve-
locity.

Note that Maxwell distribution is valid also for molecules (e.g. in molecular
gas), independent of the nature of intra molecular motion of atoms (m in this
case is just the molecular mass), it is also valid for Brownian motion of particles
in suspensions.

Transforming from cartesian to spherical coordinates, we obtain:

dwv =
( m

2πT

)3/2
e−

mv2

2T v2 sin θdθdφdv (2.38)

where v is the absolute value of velocity, while θ nd φ are polar and asimuthal
angles, determining the direction of velocity vector v. Integrating over angles
we find probability distribution for the absolute values of velocity:

dwv = 4π
( m

2πT

)3/2
e−

mv2

2T v2dv (2.39)

As a simple example of application of Maxwell distribution, let us calculate the
average value of kinetic energy of an atom. For any of cartesian components of
velocity we have7:

< v2x >=

√
m

2πT

∫ ∞

−∞
dvxv

2
xe

−mv2
x

2T =
T

m
(2.40)

Thus, the average value of kinetic energy of an atom is equal to 3T/2, i.e.
3kBT/2 if we measure the temperature in absolute degrees. Then the average
kinetic energy of all particles of the body in classical statistics is always equal
to 3NT/2, where N is the number of atoms.

7For integral of general form In =
∫∞
0 dxxne−αx2

we have: In = 1
2
α−n+1

2 Γ
(
n+1
2

)
, where

Γ(x) is Γ-function, its values for half-integer values of argument are well known and can be
found in handbooks.
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2.3 Free energy from Gibbs distribution.

According to Eq. (1.175) the entropy of a body can be calculated as the average
value of the logarithm of distribution function:

S = − < lnwk >= −
∑
k

wk lnwk (2.41)

Substituting here canonical distribution in the form of Eq. (2.16), we obtain:
− < lnwk >= lnZ + 1

T

∑
k wkEk = lnZ + <E>

T , where < E >=
∑
k wkEk is

the average energy. As this average energy < E > is precisely the same thing as
energy of the body E in thermodynamics, we can write (2.41) as: S = lnZ+ E

T ,
or using the expression for the free energy in thermodynamics F = E − TS:

F = −T lnZ = −T ln
∑
k

e−
Ek
T (2.42)

This is the basic relation of the equilibrium statistical mechanics giving an
expression for the free energy of an arbitrary system via its statistical sum
(partition function). In fact, this fundamental result shows that to calculate
the free energy of a body, it is sufficient to know its exact energy spectrum.
We do not have to know e.g. wave functions, and the finding the spectrum of
Schroedinger equation is much simpler task, than the solution of the complete
quantum mechanical problem, including the determination of the wave functions
(eigenvectors).

From Eq. (2.42) we can see that the normalization factor in Gibbs distri-

bution (2.16), in fact, is expressed via free energy: 1
Z = e

F
T , so that Eq. (2.16)

can be written as:

wk = exp

(
F − Ek
T

)
(2.43)

It is the most common way to write Gibbs distribution.

Similarly, in classical case, using (1.167), (2.23) and (2.24), we obtain:

ρ(p, q) = exp

(
F − E(p, q)

T

)
(2.44)

where

F = −T ln

∫
dΓ exp

(
−E(p, q)

T

)
(2.45)

and dΓ = dpdq
(2π~)3NN !

. Thus, in classical approach the statistical sum is just

replaced by statistical integral. Taking into account that E(p, q) here can be
always represented by the sum of kinetic K(p) and potential U energies, and
kinetic energy is always a quadratic form of momenta, we can perform mo-
mentum integration in statistical integral in its general form (cf. discussion of
Maxwell distribution above!). Thus, the problem of calculation of statistical in-

tegral is reduced to integration over all coordinates in e−
U(q)
T , which is of course

impossible to do exactly.
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2.4 Gibbs distribution for systems with varying
number of particles.

Up to now we implicitly assumed that the number of particles in the system is
some predetermined constant. In reality, different subsystems of a large system
can exchange particles between them. The number of particles N in a subsystem
fluctuates around its average value. In this case distribution function depends
not only on energy of the quantum state, but also on the number of particles
N of the body, in fact, energy levels EkN themselves are different for different
values of N . Let us denote as wkN the probability for the body to be in k-th
state and contain N particles. This probability distribution can be obtained in
the same way, as we derived probability wk above.

Consider the closed (isolated) system with energy E(0) and number of par-
ticles N (0), consisting of two weakly interacting subsystems with energies E′

(bath) and EkN (small subsystem) and respective numbers of particlesN ′ (bath)
and N (subsystem):

E(0) = EkN + E′ N (0) = N +N ′ (2.46)

We assume that subsystem of interest to us is small in comparison to bath
(particle reservoir), so that:

EkN ≪ E′ N ≪ N ′ (2.47)

As we assume the full composite system to be isolated, it can again be described
by microcanonical distribution. Similarly to the derivation of canonical distri-
bution above, we can find probability distribution for small subsystem wkN by
summing microcanonical distribution for the whole system over all states of the
bath. In complete analogy with Eq. (2.10) we get:

wkN =
W ′(E(0) − EkN , N

(0) −N)

W(0)(E(0), N (0))
(2.48)

where W ′ is statistical weight of the bath, while W(0) is statistical weight of the
full (closed) system. Using the definition of entropy we immediately obtain:

wkN = Const exp
{
S′(E(0) − EkN , N

(0) −N)
}

(2.49)

Now we again can expand S′ in powers of EkN and N , limiting ourselves by
linear terms only:

S′(E(0)−EkN , N (0)−N) ≈ S′(E(0), N (0))−
(
∂S′

∂E

)
V,N

EkN−
(
∂S′

∂N

)
E,V

N+...

(2.50)
Then, remembering the thermodynamic relations for the system with variable
number of particles [1]:

dE = TdS − PdV + µdN ; µ =

(
∂E

∂N

)
S,V

(2.51)

or

dS =
dE

T
+
P

T
dV − µ

T
dN, (2.52)
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we obtain: (
∂S

∂E

)
V,N

=
1

T
;

(
∂S

∂N

)
E,V

= −µ

T
(2.53)

Then we can rewrite the expansion (2.50) as:

S′(E(0) − EkN , N
(0) −N) ≈ S′(E(0), N (0))− EkN

T
+
µN

T
(2.54)

Notice that both the chemical potential µ and temperature T of the body (sub-
system) and the bath (thermostat) just coincide due to the standard conditions
of thermodynamic equilibrium.

Finally, we obtain the distribution function:

wkN = A exp

(
µN − EkN

T

)
(2.55)

Normalization constant A can again be expressed via thermodynamic variables.
To see this let us calculate the entropy of the body:

S = − < lnwkN >= − lnA− µ

T
< N > +

1

T
< E > (2.56)

or
T lnA =< E > −TS − µ < N > . (2.57)

Identifying < E > with energy of the body E in thermodynamics, and < N >
with the particle number N in thermodynamics, taking into account thermo-
dynamic relation E − TS = F , and introducing thermodynamic potential Ω as
Ω = F − µN [1], we have: T lnA = Ω, so that Eq. (2.55) can be rewritten as:

wkN = exp

(
Ω+ µN − EkN

T

)
(2.58)

This is the final form of Gibbs distribution for the system with variable number
of particles, which is called grand canonical distribution.

The usual normalization condition for (2.58) is:

∑
N

∑
k

wkN = e
Ω
T

∑
N

(
e

µN
T

∑
k

e−
EkN

T

)
= 1 (2.59)

From here we obtain the general expression for thermodynamic potential Ω in
statistical mechanics:

Ω = −T ln
∑
N

(
e

µN
T

∑
k

e−
EkN

T

)
(2.60)

where the expression in the right hand side can be called grand partition func-
tion.

The average number of particles < N > in our system is determined by the
relation:

< N >=
∑
N

∑
k

NwkN = e
Ω
T

∑
N

(
Ne

µN
T

∑
k

e−
EkN

T

)
(2.61)
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which can be considered as a kind of additional “normalization” condition. Ac-
tually, this equation implicitly determines the chemical potential µ as function
of temperature and fixed average particle number < N >, which is equivalent
to the number of particles N in thermodynamics. This is the general recipe to
determine µ, which will be often used in future calculations.

Expressions (2.42) and (2.60) determine thermodynamic characteristics for
arbitrary systems in equilibrium. Free energy F is determined as a function of
T , N and V , while thermodynamic potential Ω is determined by (2.60) as a
function of T , µ and V .

Similarly to previous analysis, in classical statistics the grand canonical dis-
tribution is written as:

dwN = exp

(
Ω+ µN − EN (p, q)

T

)
dp(N)dq(N)

(2π~)3NN !
≡ ρNdΓN (2.62)

The variable N is written here as an index of distribution function and also of
the phase space volume element, to stress that there is a different phase space
for each value of N (with its own dimensions 6N). Expression for potential Ω
is now:

Ω = −T ln

{∑
N

e
µN
T

∫
dΓN exp

(
−EN (p, q)

T

)}
(2.63)

It is clear that in calculations of all statistical (thermodynamic) properties of
the body, except fluctuations of the total number of particles, both canonical
and grand canonical Gibbs distributions are equivalent. Neglecting fluctuations
of particle number N we have Ω+µN = F and these distributions just coincide.

The use of one or another distribution in most practical tasks is mostly the
question of convenience of calculations. In practice, microcanonical distribution
is most inconvenient, while the most convenient is often the grand canonical
distribution.

2.5 Thermodynamic relations from Gibbs dis-
tribution.

Let us complete statistical justification of thermodynamics by derivation of its
main relations from Gibbs distribution. Already during our discussion of the role
of additive integrals of motion and derivation of Eq. (1.56), which is essentially
the canonical distribution itself, we noted that the factor β before the energy
in Eq. (1.56) is the same for all subsystems of the given closed system. Taking
into account that in canonical distribution we have β = −1/T , we come to
the conclusion that this is equivalent to the usual thermodynamic condition
of equality of temperatures for all parts of the system being in the state of
thermodynamic equilibrium8. It easy to see that temperature T > 0, otherwise
there appear divergence in normalization sum

∑
k wk, because energy levels

Ek may be arbitrarily big. All these properties just coincide with the basic
properties of temperature in thermodynamics.

8Eq. (1.56) coincides with canonical distribution (2.43), if we also take α = F/T and
consider system at rest.
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Basic thermodynamic relations may be derived in different ways. Let us
write down the canonical distribution in operator form as:

ρ = e
F−H

T (2.64)

Normalization condition Spρ = 1 can be rewritten as:

e−
F
T = Sp

(
e−

H
T

)
(2.65)

which is in essence the definition of free energy. Differentiating this expression
by T we get: (

F

T 2
− 1

T

∂F

∂T

)
e−

F
T =

1

T 2
Sp
(
He−

H
T

)
(2.66)

Multiplying this relation by T 2e
F
T and taking into account that < H >= E, we

obtain the basic Gibbs–Helmholtz relation of classical thermodynamics:

F = E + T
∂F

∂T
(2.67)

Comparing this expression with definition of free energy F = E − TS, we get:

S = −∂F
∂T

= − 1

T
(F− < H >) (2.68)

According to Eq. (1.174) we can write down entropy in operator form as:

S = −Spρ ln ρ (2.69)

The identity of this expression for S with the previous one can be easily seen
— according to Eq. (2.64) we have ln ρ = 1

T (F −H), the rest is obvious.
Another way to obtain basic thermodynamic relations is to consider the

normalization condition for Gibbs distribution:∑
k

e
F−Ek

T = 1 (2.70)

and differentiate it, considering the left hand side as a function of T and some
variables λ1, λ2, ..., which characterize external conditions for the body under
study. These variables may, for example, determine the geometrical form and
size of its volume, define external fields etc. Energy levels of the system Ek
parametrically depend on λ1, λ2, .... After differentiation we obtain (for brevity
we write explicitly only one parameter λ)9:∑

k

wk
T

[
dF − ∂Ek

∂λ
dλ− F − Ek

T
dT

]
= 0 (2.71)

Then we have:

dF
∑
k

wk = dλ
∑
k

wk
∂Ek
∂λ

+
dT

T
(F −

∑
k

wkEk) (2.72)

9More precisely we write down the full differential of the left hand side of Eq. (2.70):

d
∑

k e
F−Ek

T =
∑

k wkd
(

F−Ek
T

)
= 0, which gives us Eq. (2.71)
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Taking into account
∑
k wk = 1,

∑
k wkEk =< E >= E and

∑
k wk

∂Ek

∂λ =
∂<Ek>
∂λ , as well as F − E = −TS and the relation10:

∂ < Ek >

∂λ
=
∂ < H >

∂λ
(2.73)

we finally obtain:

dF = −SdT +
∂ < H >

∂λ
dλ = −SdT +

∂E

∂λ
dλ (2.74)

which represents the general form of the differential of free energy in thermody-
namics.

Similarly, from normalization condition for grand canonical distribution11

(2.59) we can obtain the general form of the differential of thermodynamic
potential Ω:

dΩ = −SdT −Ndµ+
∂ < H >

∂λ
dλ (2.75)

We assumed above that external parameters λ1, λ2, ... characterize macro-
scopic state of the system in equilibrium. These may be the volume (form) of a
vessel, the values of external electric or magnetic fields etc. Parameters λ1, λ2, ...
are also assumed to change very slowly in time, so that during the time of the
order of relaxation time for the system to evolve to equilibrium, these parame-
ters can be considered as practically constant. Then we can suppose that at any
moment of time the system is in some equilibrium state, despite the fact that ex-
ternal parameters change. Such slow process of change of external parameters
may be called quasistatic. If we consider parameters λ1, λ2, ... as generalized
coordinates, corresponding generalized forces can be introduced as:

Λi = −∂H
∂λi

(2.76)

For quasistatic process the observed values of generalized forces can be obtained
by the averaging over the equilibrium statistical ensemble as:

< Λi >= Sp(ρΛi) = −∂ < H >

∂λi
(2.77)

Let us consider some typical examples. If we choose as an external parameter
the volume of the system V , the generalized force is pressure:

P = −∂ < H >

∂V
= −∂E

∂V
(2.78)

Then Eq. (2.74) takes the well known form:

dF = −SdT − PdV (2.79)

10If the Hamiltonian H and its eigenvalues Ek depend of parameter λ, we have: ∂Ek
∂λ

=(
∂H
∂λ

)
kk

, so that after the averaging we obtain (2.73).
11Note that grand canonical distribution can also be derived with arguments used in deriva-

tion of Eq. (1.56), if we consider the number of particles as N as an additive integral (constant)
of motion. Then, for system at rest we can write: lnwkN = α+βEkN+γN , where γ and β are
to be the same for all parts of the system at equilibrium. Putting here α = Ω/T , β = −1/T
and γ = µ/T we obtain the grand canonical distribution. By the way, here we obtained the
well known condition of equality of chemical potentials of subsystems at equilibrium with each
other.
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If we choose as a parameter an external electric field E, the generalized force is
polarization (electric dipole moment of the body) P and:

dF = −SdT −PdE; P = −∂ < H >

∂E
(2.80)

For the case of an external magnetic field H the generalized force is magnetiza-
tion (magnetic moment) of the body M and:

dF = −SdT −MdH; M = −∂ < H >

∂H
(2.81)

Thus, we succeeded in construction of the complete statistical derivation of all
basic relations of thermodynamics. Historically, the development of statistical
mechanics was directly related with this task.

The last problem to be discussed with relation to justification of the laws of
thermodynamics is Nernst theorem, sometimes called the third law of thermo-
dynamics. We note from the very beginning that in contrast to the first and the
second laws, which directly follow from Gibbs approach, the similar (in gener-
ality) proof of Nernst theorem is absent, though for all “reasonable” models of
statistical mechanics it is valid. Let us analyze the limiting behavior of Gibbs
distribution

wk = e
F−Ek

T (2.82)

for temperatures T → 0. Using the expression for entropy:

S =
1

T
(< H > −F ), (2.83)

we can write wk = exp{−S + 1
T (< H > −Ek)}, or:

wk = exp

{
−S +

< H > −E0

T
+
E0 − Ek

T

}
(2.84)

where E0 is the energy of the ground state of the system, so that Ek > E0 for
all k ̸= 0. Calculating the limit of (2.84) for T → 0, we obtain:

lim
T→0

wk = wk(0) = exp{−S(0) + CV (0)}δEk−E0 (2.85)

where

δEk−E0 =

{
1 for Ek = E0

0 for Ek ̸= E0
(2.86)

In Eq. (2.85) CV (0) =
(
∂<H>
∂T

)
T=0

denotes the specific heat of the body at
T = 0 and for constant volume. However, from Eq. (2.83) it follows (using
l’Hôpital’s rule) that for T → 0:

S(0) =

(
∂ < H >

∂T
− ∂F

∂T

)
T→0

= CV (0) + S(0) (2.87)

so that CV (0) = 0 (Nernst theorem). Accordingly Eq. (2.85) reduces to:

wk(0) = exp{−S(0)}δEk−E0 (2.88)
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which is, in fact, just the microcanonical distribution:

wk(0) =
1

W0
δEk−E0 (2.89)

where W0 is the degeneracy of the ground state. Then the entropy in the ground
state at T = 0:

S(0) = lnW0 (2.90)

For the majority of physical systems (like crystals, quantum gases and liquids
etc.) the ground state is non degenerate, so that W0 = 1, and thus the entropy
tends to zero as T → 0. Even for the case ofW0 ≫ 1, but for limN→∞

1
N lnW0 =

0 (entropy per single particle) we may assume S(0) = 0, which is, in fact, the
general formulation of Nernst theorem12.

Unfortunately, the situation here is not so simple and the physical behavior of
systems, described by Nernst theorem, is not directly related to non degeneracy
of the ground state. Actually it reflects the behavior of an effective behavior of
excitation spectra of macroscopic bodies at small energies, and Nernst theorem
manifests itself for temperatures T , which are much larger than the energy
difference between the first excited state of the system and its ground state.
Above we have already seen that the energy spectrum of a macroscopic body
can be considered as practically continuous, so this energy difference is, in fact,
unobservable. It follows even from the simplest estimates. Consider an ideal gas
of atoms with mass m, moving in the volume V = L3. Then we can estimate:

E1 − E0 ∼ ~2

2m
k2min =

h2

2mV 2/3
where kmin =

2π

L
(2.91)

and the volume V → ∞. Experimentally, for an ideal gas manifestations of
Nernst theorem become observable for finite temperatures of the order or below

the so called degeneracy temperature T0 ∼ ~2

m

(
N
V

)2/3
.

To give the general proof of Nernst theorem, we have to understand the dis-
tribution of energy levels Ek close to the ground state, i.e. to find the general
behavior of statistical weight W(E,N, V ) close to E = E0. Up to now such
behavior was only studied only for some specific models. The behavior nec-
essary to reproduce Hernst theorem in all cases, when thw weak (low energy)
excitations of the system can be represented by an ideal gas of quasiparticles.
Below we shall consider only such systems, and the concept of quasiparticles
will be of central importance.

This concludes our presentation of the basics of Gibbs approach to statistical
mechanics. The rest of the book will be devoted to applications of this formalism
to different concrete problems of the physics of many particle systems.

12Note that Nernst theorem is inapplicable for amorphous solids (glasses) or disordered
alloys, which are not, in fact, in the state of complete thermodynamic equilibrium, but can
be “frozen” (at T → 0) in some of many possible metastable states with quite large or even
practically infinite relaxation time.
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Chapter 3

CLASSICAL IDEAL GAS

3.1 Boltzmann distribution.

The simplest model to illustrate the applications of general principles of sta-
tistical mechanics is an ideal gas of noninteracting atoms or molecules1. This
model played an important role at the early stages of development of statistical
physics2.

The absence of interaction between atoms (molecules) of an ideal gas allows
us to reduce the quantum mechanical problem of finding the energy levels En of
a gas as a whole to the problem of finding the energy levels of an isolated atom
(molecule). We shall denote these levels as εk, where k is the set of quantum
numbers, determining the state of an atom (molecule). Because of the absence
of interactions the energy levels En are just the sums of energies of each of the
atoms (molecules). Let us denote as nk the number of gas particles occupying
the quantum state k and calculate its average value < nk > for the important
limit of:

< nk >≪ 1. (3.1)

Physically, this limit corresponds to strongly diluted gas. Let us apply canonical
Gibbs distribution to gas molecules, considering a single molecule as a subsystem
in the bath (of the rest of the molecules). Then it is clear that the probability
for the molecule to be in the k-th state, and also the average number < nk >
of molecules in this state, will be ∼ e−

εk
T , so that

< nk >= ae−
εk
T (3.2)

where the coefficient a can be determined by normalization condition:∑
k

< nk >= N (3.3)

where N is the total number of particles in a gas. Distribution function given
by Eq. (3.2) is called Boltzmann’s distribution.

1Surely, the existence of some weak interaction (e.g. rare collisions) between atoms or
molecules is necessary to reach the equilibrium state. However, during the calculations of
equilibrium thermodynamic properties of an ideal gas we can neglect it from the very begin-
ning.

2Below we basically follow the presentation of Ref. [1].

61
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Let us give another derivation of Boltzmann distribution, which is based
on application of grand canonical Gibbs distribution to all particles of the gas
occupying the same quantum state, which is considered as a subsystem in the
bath (of all other particles). In the general expression for grand canonical dis-
tribution (2.58) we have now to put E = nkεk and N = nk. Adding an index k
also to thermodynamic potential Ω, we obtain:

wnk
= e

Ωk+nk(µ−εk)

T (3.4)

In particular, w0 = e
Ωk
T is simply the probability of an absence of any particle in

this given state. In the limit of interest to us, when < nk >≪ 1, the probability

w0 = e
Ωk
T ≈ 1, and from Eq. (3.4) we obtain:

w1 = e
µ−εk

T (3.5)

As to probabilities of the values of nk > 1, in this approximation they are just
zeroes. Thus, in the sum determining < nk >, remains only one term:

< nk >=
∑
nk

wnk
nk = w1, (3.6)

and we get:

< nk >= e
µ−εk

T (3.7)

We see that the coefficient in Eq. (3.2) is expressed via the chemical potential
of the gas, which is implicitly defined by normalization condition for the total
number of particles (3.3).

3.2 Boltzmann distribution and classical statis-
tics.

Previous analysis was based on quantum approach. Let us consider the same
problem in classical statistics. Let dN denote the average number of molecules
belonging to an element of the phase space of the molecule dpdq = dp1...dprdq1...dqr
(r is the number of degrees of freedom of the molecule). We can write it as:

dN = n(p, q)dτ dτ =
dpdq

(2π~)r
(3.8)

where n(p, q) is probability density in the phase space. Then:

n(p, q) = e
µ−ε(p,q)

T (3.9)

where ε(p, q) is the energy of the molecule as a function of coordinates and
momenta of its atoms.

For a gas in the absence of any kind of external field this distributions reduces
to Maxwell distribution3:

dNp =
N

V (2πmT )3/2
e−

p2x+p2y+p2z
2mT dpxdpydpz (3.10)

3In difference with the form of Maxwell distribution discussed above, here we introduced
an additional factor N/V , which is related to normalization to particle density used here.
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dNv =
N

V

( m

2πT

)3/2
e−

m(v2
x+v2

y+v2
z)

2T dvxdvydvz (3.11)

where m is the mass of a molecule. Comparing (3.10) and (3.9) we obtain
e

µ
T = N

V (2π)3/2~3(mT )−3/2, so that the chemical potential of Boltzmann gas is:

µ = T ln

(
N

V

(2π)3/2~3

(mT )3/2

)
(3.12)

This result can also be obtained directly from normalization (3.9) to the total
number of particles in unit volume (density) given by Eq. (3.3). In classical

approximation εk =
p2x+p

2
y+p

2
z

2m , so that (3.3) can be writte as:

∑
k

e
µ−εk

T = N or e
µ
T

∫
d3p

(2π~)3
e−

p2x+p2y+p2z
2mT =

N

V
(3.13)

which gives (3.12) after calculation of an elementary Gaussian integral:

µ = T ln

{
N

V

(∫
d3p

(2π~)3
e−

p2x+p2y+p2z
2mT

)−1
}

= T ln

(
N

V

(2π)3/2~3

(mT )3/2

)
(3.14)

Thus, the chemical potential of the gas is completely determined by density of
the particles and temperature.

Consider now the gas in an external field, when the potential energy of a
molecule depends on coordinates of its center of mass: U = U(x, y, z). Typi-
cal example is the gas in gravitational field. Maxwell distribution for velocities
remains, as was noted above, valid, while distribution for center of mass coor-
dinates is given by:

dNr = n0e
−U(x,y,z)

T dV (3.15)

which gives the number of molecules in volume element dV = dxdydz. Obvi-
ously

n(r) = n0e
−U(r)

T (3.16)

gives the density of particles at the point r. Here n0 is the density at points,
where U = 0. Eq. (3.16) is sometimes called Boltzmann’s law.

As an example, consider a gas in homogeneous gravitational field (e.g. on
Earth’s surface) directed along z-axis, so that U = mgz (g is the free fall
acceleration) and for density distribution of a gas we obtain:

n(z) = n0e
−mgz

T (3.17)

where n0 is density at z = 0 (at the sealevel).

3.3 Non-equilibrium ideal gas.

Consider an ideal gas in an arbitrary (in general non equilibrium) state. Let us
assume that all quantum states of a single particle of the gas can be classified
into certain groups of levels with energies close to each other, and the number of
levels in each group, as well as the number of particles on these levels, are large
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enough4. Let us enumerate these groups of levels by numbers j = 1, 2, ... and
let Gj be the number of levels in j-th group, while Nj is the number of particles
in these states. The set of numbers Nj completely determines the macroscopic
state of the gas, while their arbitrariness, in fact means that we are dealing with
an arbitrary, in general, non equilibrium state of the system.

To calculate the entropy of this macroscopic state we have to determine its
statistical weight W, i.e. the number of microscopic distributions of particles
over the levels, which realize such state. Considering each group of Nj particles
as an independent subsystem and denoting its statistical weight by Wj , we can
write:

W =
∏
j

Wj (3.18)

Now we have to calculate Wj . In Boltzmann’s statistics the average occupation
numbers of all quantum states are small in comparison to unity. This means that
Nj ≪ Gj , though Nj are still very large. The smallness of occupation numbers
leads to the conclusion that all particles are distributed over different states
independent of each other. Placing each of Nj particles in one of Gj states we

obtain in all G
Nj

j possible distributions, including physically equivalent, which
differ only due to permutations of identical particles. Accordingly we have to
divide the total number of possible distributions (configurations) by Nj !, so
that:

Wj =
G
Nj

j

Nj !
(3.19)

Then the entropy is calculated as:

S = lnW =
∑
j

lnWj =
∑
j

(Nj lnGj − lnNj !) (3.20)

Using Stirling asymptotics, which is valid for N ≫ 1 5:

lnN ! ≈ N ln

(
N

e

)
(3.21)

we get:

S =
∑
j

Nj ln
eGj
Nj

(3.22)

This expression determines the entropy of an ideal gas in arbitrary macroscopic
state, defined by the set of numbersNj . Let us rewrite it introducing the average
numbers < nj > of particles in j-th group of quantum levels < nj >= Nj/Gj .
Then:

S =
∑
j

Gj < nj > ln
e

< nj >
(3.23)

Describing particles in quasiclassic approximation, we can introduce distribution
function in phase space. Dividing the phase space into small elementary volumes
∆p(j)∆q(j), which still contain large enough number of particles, we can write

4This assumption is made just to simplify our analysis and does not restrict its generality.
5For N ≫ 1 the sum lnN ! = ln 1+ln 2+ ...+lnN is approximately expressed as

∫N
0 dx lnx,

which immediately gives Eq. (3.21).
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down the number of quantum states in such volume as (r is the number of
degrees of freedom of a gas molecule, for one-atom gas r = 3):

Gj =
∆p(j)∆q(j)

(2π~)r
= ∆τ (j), (3.24)

The number of particles in these states can be written as Nj = n(p, q)∆τ (j).
Substituting these expressions into Eq. (3.23), we obtain:

S =

∫
dτn(p, q) ln

e

n(p, q)
(3.25)

This is the so called Boltzmann’s entropy of an ideal gas in arbitrary (non
equilibrium) state, defined by single particle distribution function n(p, q)6.

What is the connection of Boltzmann entropy (3.25) with Gibbs entropy
defined in (1.167)? In the expression for Gibbs entropy:

S = −
∫

dpdq

(2π~)3NN !
ρ(p, q, t) ln ρ(p, q, t) (3.26)

ρ(p, q) denotes the full N -particle distribution function, depending on coordi-
nates and momenta of all N molecules of gas. For an ideal gas of noninteracting
particles this distribution function is obviously factorized (statistical indepen-
dence – absence of interactions!) into the product of single particle distribution
functions for all particles:

ρ(p, q) =
N !

NN

N∏
i=1

n(pi, qi) (3.27)

where single particle distribution functions n(pi, qi) are normalized as (for one-
atom gas, i.e. r = 3.): ∫

dp1dq1
(2π~)3

n(p1, q1) = N (3.28)

The factor of N !/NN in (3.27) is introduced here to guarantee agreement be-
tween this normalization with that used above for ρ(p, q):∫

dΓρ(p, q) =

{
1

N

∫
dp1dq1
(2π~)3

n(p1, q1)

}N
= 1 dΓ =

dpdq

(2π~)3NN !
(3.29)

Then, using (3.27), (3.21) in (3.26) we get:

S = −
∫
dp1dq1
(2π~)3

n(p1, q1) ln
n(p1, q1)

e
(3.30)

which coincides with (3.25).
In equilibrium state the entropy is to be maximal. This can be used to

find the equilibrium distribution function. Let us find < nj >, which gives the

6Distribution function n(p, q) can depend on time and this time dependence can be cal-
culated using Boltzmann’s kinetic equation. For this entropy (3.25) the famous Boltzmann’s
H-theorem, is proved in classical kinetics, describing the time growth of (3.25).
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maximal value of the sum (3.23), with additional demands of the fixed (average)
number of particles and average energy of the system:∑

j

Nj =
∑
j

Gj < nj >= N (3.31)

∑
j

εjNj =
∑
j

εjGj < nj >= E (3.32)

Using the method of Lagrange multipliers we demand:

∂

∂nj
(S + αN + βE) = 0 (3.33)

where α and β are some constants. After differentiation we get:

Gj(− ln < nj > +α+ βεj) = 0 (3.34)

leading to ln < nj >= α+ βεj , or

< nj >= exp(α+ βεj) (3.35)

We obtained Boltzmann distribution, where the constants α and β are related to
T and µ: α = µ/T , β = −1/T . This is clear, in particular, from the possibility
to write (3.33) as a relation between differentials: dS + αdN + βdE = 0, which
is to coincide with the well known thermodynamic relation for differential of
energy (for fixed volume): dE = TdS + µdN .

3.4 Free energy of Boltzmann gas.

Let us apply the basic relation of statistical mechanics:

F = −T lnZ = −T ln
∑
n

e−
En
T (3.36)

to calculation of the free energy of an ideal gas, described by Boltzmann statis-
tics. Energy levels En of the whole system (gas) are simple the sums of energies
of isolated molecules εk, which in Boltzmann case are all different (because in
each quantum state of a gas there is no more than one molecule). Then we can

write down e−
En
T as a product of factors e−

εk
T for each molecule and summing

over all states of each molecule, which leads to the following expression for the
partition function of the gas7:

Z ∼

(∑
k

e−
εk
T

)N
(3.37)

This expression is also to be divided by N !, taking into account the number of
permutations of identical particles (molecules), leading to physically equivalent
states (configurations). Then we have:

Z =
∑
n

e−
En
T =

1

N !

(∑
k

e−
εk
T

)N
(3.38)

7We have e−
En
T = e−

εk1
T e−

εk2
T ...e−

εkN
T , with N factors at all, with all kL(L = 1, 2, ..., N)

different. Calculating now
∑

k1

∑
k2
...

∑
kN

→
(∑

k

)N
, we get Eq. (3.37)
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Substituting this expression into (3.36), we get:

F = −TN ln
∑
k

e−
εk
T + T lnN ! (3.39)

or, using once again lnN ! ≈ N lnN/e, we obtain:

F = −NT ln

{
e

N

∑
k

e−
εk
T

}
(3.40)

In classical statistics we can immediately write:

F = −NT ln

[
e

N

∫
dτe−

ε(p,q)
T

]
dτ =

drpdrq

(2π~)r
(3.41)

wher r is again the number of degrees of freedom of a gas molecule.

3.5 Equation of state of Boltzmann gas.

Energy of a gas molecule can be written as:

εk(px, py, pz) =
p2x + p2y + p2z

2m
+ ε′k (3.42)

where the first term is kinetic energy of molecular motion, while ε′k denote
internal energy levels of the molecule (corresponding e.g. to rotation of the
molecule, atomic oscillations near equilibrium positions, energy levels of atoms
etc.). Here it is important to note that ε′k do not depend on momenta (velocities)
and coordinates of the center of mass of the molecule. Then, the sum under ln
in Eq. (3.40) is equal to8:∑

k

1

(2π~)3
e−

ε′k
T

∫
V

dV

∫ ∞

−∞
dpx

∫ ∞

−∞
dpy

∫ ∞

−∞
dpze

−
p2x+p2y+p2z

2mT =

= V

(
mT

2π~2

)3/2∑
k

e−
ε′k
T (3.43)

Then the free energy of the gas is written as:

F = −NT ln

[
eV

N

(
mT

2π~2

)3/2∑
k

e−
ε′k
T

]
= −NT ln

[
eV

N

(
mT

2π~2

)3/2

Z ′

]
(3.44)

where we have introduced an “internal” partition function of a molecule Z ′ =∑
k e

− ε′k
T . This some can not be calculated in general form, it depends on the

values of internal energy levels of molecules, i.e. on the type of gas. However,
it is important to note that it is some function of temperature only, so that Eq.
(3.44) gives the complete dependence of the free energy on volume. This volume
dependence can be written explicitly by rewriting Eq. (3.44) as:

F = −NT ln
eV

N
+Nf(T ); f(T ) = −T ln

(
mT

2π~2

)3/2

Z ′ (3.45)

8Integral over dV here is related to integration over coordinates of the center of mass of
the molecule and reduces to the total volume occupied by gas V .
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Then for the gas pressure we immediately obtain:

P = −∂F
∂V

=
NT

V
or PV = NT (3.46)

i.e. an equation of state of an ideal gas. If we measure the temperature in
absolute degrees, we have to write:

PV = NkBT = RT (3.47)

For gramm-molecule (mole) of gas N = 6.023 1023 (Avogadro number), R =
8.314 107erg/K, kB = 1.3804 10−16erg/K.

From F we can find other thermodynamic potential. For example, Gibbs
thermodynamic potential:

Φ = F +PV = E−TS+PV =W −TS = −NT ln
eV

N
+Nf(T )+PV (3.48)

where W is enthalpy. Expressing V via P and T using equation of state (3.46),
to rewrite Φ as a function of P and T (remember that dΦ = −SdT +V dP ) and
introducing new function of temperature as: χ(T ) = f(T )− T lnT , we obtain:

Φ = NT lnP +Nχ(T ) (3.49)

Entropy of gas (remember that dF = −SdT − PdV ):

S = −∂F
∂T

= N ln
eV

N
−Nf ′(T ) (3.50)

or, as a function of P and T :

S = −∂Φ
∂T

= −N lnP −Nχ′(T ) (3.51)

Internal energy of gas:

E = F + TS = Nf(T )−NTf ′(T ) (3.52)

and is a function of temperature only, the same is valid for enthalpy W =
E+PV = E+NT . The physical reason is simple – molecules of an ideal gas do
not interact, so that the change of average intermolecular distance during the
change of volume does not influence energy. Due to this behavior of E and W ,
both types of specific heat Cv =

(
∂E
∂T

)
V

and Cp =
(
∂W
∂T

)
P

also depend only on
T . Writing specific heat per molecule we introduce Cv = Ncv and Cp = Ncp.
For an ideal gas W − E = NT , so that the difference cp − cv is universal:

cp − cv = 1 or cp − cv = kB (3.53)

or CP − CV = R per mole.

3.6 Ideal gas with constant specific heat.

From experiments it is known that in a wide interval of high enough temper-
atures specific heat of gases is a constant independent of T . Physical reasons
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for such behavior will become clear later, while now we shall show that, under
the assumption of temperature independence of specific heat, thermodynamic
characteristics of a gas can be calculated in general form. More precisely, in
this case we can determine the general form of unknown function of temper-
ature f(T ), introduced above in Eq. (3.45), expressing it via constants to be
determined from experiments. In this case we just do not have to calculate the
“internal” partition function Z ′. Simply differentiating Eq. (3.52) for internal
energy by temperature we find:

cv = −Tf ′′(T ) (3.54)

Assuming specific heat to be a constant defined by experiments, we can integrate
Eq. (3.54) twice to obtain:

f(T ) = −cvT lnT − ζT + ε0 (3.55)

where ζ and ε0 are two constants of integration. Then, from Eq. (3.45) we get
the free energy in the form:

F = Nε0 −NT ln
eV

N
−NcvT lnT −NζT (3.56)

The constant ζ is called the chemical constant of a gas, for any concrete gas it
is to be determined experimentally. Now using Eq. (3.52) we obtain internal
energy as a linear function of temperature:

E = Nε0 +NcvT (3.57)

Gibbs thermodynamic potential is obtained by adding PV = NT to Eq. (3.56),
and we have to express the volume of gas via pressure and temperature. Thus
we obtain:

Φ = Nε0 +NT lnP −NcpT lnT −NζT (3.58)

Enthalpy W = E + PV is equal to:

W = Nε0 +NcpT (3.59)

Differentiating (3.56) and (3.58) by T , we obtain entropy expressed via T and
V or T and P respectively:

S = −
(
∂F

∂T

)
V

= −N ln
eV

N
+Ncv lnT + (ζ + cv)N (3.60)

S = −
(
∂Φ

∂T

)
P

= −N lnP +Ncp lnT + (ζ + cp)N (3.61)

From these expressions we can obtain the relation between the volume, tem-
perature and pressure of an ideal gas (with constant specific heat) during its
adiabatic expansion or compression. During adiabatic process the entropy re-
mains constant and from Eq. (3.61) we have: −N lnP + Ncp lnT = const, so
that T cp/P = const, or using cp − cv = 1:

T γP 1−γ = const (3.62)

where γ = cp/cv. Using equation of state PV = NT , we obtain the relations
between T and V and also between P and V :

TV γ−1 = const PV γ = const (3.63)
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3.7 Equipartition theorem.

Let us consider the problem of calculation of thermodynamic properties of gases
from the point of view of classical statistical mechanics. Gas molecule is essen-
tially some configuration of atoms, performing small oscillations near respective
equilibrium positions, corresponding to the minimum of potential energy. Obvi-
ously, this potential energy can be represented as some quadratic form of atomic
coordinates:

U = ε0 +

rosc∑
i,k=1

aikqiqk (3.64)

where ε0 is the potential energy of atoms at equilibrium positions, rosc is the
number of vibrational degrees of freedom.

The number rosc can be determined from very simple analysis, starting with
the number of atoms in the molecule n. We know that n-atomic molecule possess
3n degrees of freedom at all. Three of these correspond to free translations of
the molecule in space as a whole, and another three – to its rotations as a
whole. The rest of the degrees of freedom correspond to atomic oscillations, so
that rosc = 3n − 6. If all atoms are placed along a straight line (like e.g. in
two-atomic molecule), we have only two rotational degrees of freedom. In this
case rosc = 3n − 5. For one-atom gas n = 1 and there are no oscillations (and
rotations) at all, one atom can move only along three directions in space, we
have only translational degrees of freedom.

The full energy ε(p, q) of a molecule is the sum of potential and kinetic
energies. Kinetic energy is always a quadratic function of all momenta, the
number of these momenta is equal to the total number of degrees of freedom
3n. Thus this energy can be written as ε(p, q) = ε0+fII(p, q), where fII(p, q) is
some quadratic function of both coordinates and momenta, and the total number
of variables in this function is l = 6n − 6 (for the general three-dimensional
molecule) or l = 6n − 5 for linear molecule. For one-atom gas l = 3 and
coordinates simply do not enter the expression for energy.

As a result for the free energy of a gas, from Eq. (3.41) we have:

F = −NT ln
ee−

ε0
T

N

∫
dτe−

fII (p,q)

T (3.65)

Let us make here transformation p = p′
√
T , q = q′

√
T for all l variables of

fII(p, q). Due to quadratic nature of fII(p, q) we obtain:

fII(p, q) = TfII(p
′, q′) (3.66)

and T in the exponent under the integral just disappear. Similar transformation
in differentials entering dτ produces the factor T l/2, which is moved outside the
integral. Integration over coordinates of oscillators q is done over the possible
values of atomic oscillations within the molecule. However, due to fast conver-
gence (quadratic function in the exponent) integration over p′ and q′ can be
extended to infinite interval from −∞ to ∞, so that our integral is reduced to
some constant independent of temperature. Taking into account that integra-
tion over the coordinates of the center of mass of the molecule gives simply the
total volume V of the gas, we obtain for the free energy the following expression:

F = −NT ln
AV e−

ε0
T T l/2

N
A = const (3.67)
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Then:

F = Nε0 −NT ln
eV

N
−N

l

2
T lnT −NT lnA (3.68)

which coincides with Eq. (3.56) if we put:

cv =
l

2
(3.69)

and ζ = lnA. Accordingly:

cp = cv + 1 =
l + 2

2
(3.70)

Thus the specific heat of a classical ideal gas is constant, and for each degree of
freedom of a molecule ε(p, q) we get the same contribution of 1/2 in specific heat
cv (or kB/2 in standard units). It corresponds to the similar T/2 (kBT/2 if we
measure T in absolute degrees) contribution to gas energy. This rule is called
equipartition law or theorem and is quite general statement of classical statistical
mechanics. In particular it is easily generalized also for the case of condensed
matter9. Taking into account that each of translational and rotational degrees
of freedom enter ε(p, q) only through respective momenta, we can say that each
of these degrees of freedom gives to specific heat a contribution of 1/2. For
each of oscillator we have a contribution of two degrees of freedom into ε(p, q)
(coordinate and momentum) and its contribution to specific heat is 1.

3.8 One-atom ideal gas.

Let us consider an ideal gas of single atoms (not molecules). Complete knowl-
edge of the free energy of such gas requires calculation of an “internal” partition
function Z ′ introduced in Eq. (3.44):

Z ′ =
∑
k

e−
εk
T (3.71)

where εk are internal energy levels of an atom. These levels may be degenerate,
in this case the respective term enters the sum gk times, where gk is degeneracy
of corresponding level. Then:

Z ′ =
∑
k

gke
− εk

T (3.72)

Free energy of the gas, according to Eq. (3.44), is given by:

F = −NT ln

[
eV

N

(
mT

2π~2

)3/2

Z ′

]
(3.73)

From quantum mechanics it is known that in atoms the ground state level and
first excited level (neglecting superfine splitting) are separated by an energy of

9As temperature lowers, significant deviations from this law are observed in the experi-
ments. It is obvious that constancy of specific heat contradicts nernst theorem. Historically,
the breaking of equipartition law was one of the first indications for the inadequacy of classical
treatment, which lead to the discovery of quantum mechanics.
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the order of ionization energy (potential) Iion, which for most atoms lie in the
interval of Iion/kB ∼ 5 − 28 104K. Thus, for temperatures T ≪ Iion, which
are of main interest to us, gas does not contain significant number of ionized or
even excited atoms. All atoms can be assumed to be in their ground states.

Consider the simplest case of atoms with orbital or spin momentum in the
ground state (L = S = 0), for example noble gases10. In this case the ground
state is non degenerate and “internal” partition function consists of one term:
Z ′ = e−

ε0
T . Then from Eq. (3.73) we immediately obtain an expression for the

free energy similar to (3.56), with constant specific heat:

cv = 3/2 (3.74)

and chemical constant:

ζ =
3

2
ln

m

2π~2
(3.75)

The last expression is called Sakura-Tetrode formula.
These expressions allow to find the criterion of applicability of Boltzmann

statistics. Previously we obtained Boltzmann distribution assuming the small-
ness of average occupation numbers:

< nk >= e
µ−εk

T ≪ 1. (3.76)

Obviously, instead it is sufficient to require that:

e
µ
T ≪ 1, (3.77)

From this expression it is clear that the chemical potential of Boltzmann gas is
always negative and large in absolute value. Let us find the chemical potential
from its thermodynamic definition µ = Φ/N , using the expression of Gibbs
thermodynamic potential (3.58), substituting cp = cv +1 = 5/2 and ζ from Eq.
(3.75). We obtain:

µ = T ln

[
P

T 5/2

(
2π~2

m

)3/2
]
= T ln

[
N

V

(
2π~2

mT

)3/2
]

(3.78)

which obviously coincide with Eq. (3.12), determined in another way (from
normalization to fixed average number of particles). Then from (3.77) and
(3.78) we obtain the criterion of validity of Boltzmann statistics in the following
form:

N

V

(
~2

mT

)3/2

≪ 1 or T ≫ ~2

m

(
N

V

)2/3

. (3.79)

Boltzmann statistics is valid if gas is sufficiently diluted and temperature is high
enough. Characteristic temperature (energy) from the right hand side of Eq.
(3.79) is called the temperature (energy) of degeneracy. It grows with the growth
of gas density. Its physical meaning is easily understood from simple estimates.
The average distance between atoms of the gas a ∼ (V/N)1/3. Quantum in-
determinacy of energy of an atom corresponding its localization on this length

scale is of order of E0 ∼ ~2

ma2 ∼ ~2

m (N/V )2/3. Condition T ≫ E0 in Eq. (3.79)

10Detailed discussion of more complicated cases, as well as molecular gases, can be found
in Refs. [1, 2]
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means that we can neglect quantum effects. On the contrary, for T < E0 quan-
tum effects become important and we have to move from Boltzmann statistics
to quantum statistics of ideal gases11.

11Expressions for thermodynamic characteristic of gases obtained above are obviously un-
satisfactory and contradicting Nernst theorem, neither entropy nor specific heat tend to zero
as T → 0.
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Chapter 4

QUANTUM IDEAL
GASES

4.1 Fermi distribution.

We have seen above that as temperature of an ideal gas lowers (at fixed density),
Boltzmann statistics becomes invalid due to emergence of quantum effects (Cf.
Eq. (3.79)). It is clear that to describe low temperature (or high density)
behavior we need another statistics, appropriate for the cases when the average
occupation numbers of different quantum states are not assumed to be small1.
This statistics is different depending of the nature (type) of the gas particles.
Most fundamental classification of particles in modern quantum theory, based
on most general theorems of quantum field theory, is classification into either
Fermions (particles with half-integer spins) and Bosons (particles with integer
spin). Wave functions of the system of N identical Fermions are antisymmetric
with respect to permutations of particles, while those of Bosons – symmetric.

For the system of particles described by antisymmetric wave functions (Fermions)
Pauli exclusion principle applies and the corresponding statistics is called Fermi
(or Fermi-Dirac) statistics. Similarly to derivation of Boltzmann statistics from
grand canonical ensemble given above (Cf. (3.4)–(3.7)), let us apply Gibbs dis-
tribution to a set of particles, occupying the given quantum state (subsystem in
the bath). Let us denote as Ωk thermodynamic potential of this set of particles.
From Eq. (2.60), taking into account that for the gas of noninteracting particles
Enk

= nkεk, we obtain:

Ωk = −T ln
∑
nk

(
e

µ−εk
T

)nk

(4.1)

where nk is the number of particles in k-th quantum state. According to Pauli
principle, in case of Fermions, this number can be either 0 or 1. Then, in the
sum over nk in (4.1) only two terms remain and we get:

Ωk = −T ln
(
1 + e

µ−εk
T

)
(4.2)

1Below we follow the analysis of Ref. [1].

75
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The average number of particles in the system is equal to minus derivative of
potential Ωk over chemical potential µ, so that:

< nk >= −∂Ωk
∂µ

=
e

µ−εk
T

1 + e
µ−εk

T

(4.3)

or:

< nk >=
1

e
εk−µ

T + 1
(4.4)

This is called Fermi distribution. It is easy to see that we always have < nk >≤
1, and for e

εk−µ

T ≫ 1 Eq. (4.4) reduces to Boltzmann distribution2.
Normalization condition for Fermi distribution can be written as:∑

k

1

e
εk−µ

T + 1
= N (4.5)

where N is the total number of particles of the gas. This relation gives an
implicit equation determining the chemical potential µ, as a function of T and
N .

Thermodynamic potential Ω for the gas as a whole is obviously obtained
from Ωk (4.2) summing it over all quantum states:

Ω = −T
∑
k

ln
(
1 + e

µ−εk
T

)
. (4.6)

4.2 Bose distribution.

Consider now statistics of an ideal gas of particles with integer spin (Bosons),
described by symmetric wave functions, which is called Bose (or Bose-Einstein)
statistics.

Occupation numbers of quantum states for Bosons can be arbitrary (unlim-
ited). Similarly to (4.1) we have:

Ωk = −T ln
∑
nk

(
e

µ−εk
T

)nk

(4.7)

The series entering here is just a geometric progression, which converges if

e
µ−εk

T < 1. This condition should be satisfied for arbitrary εk, so that

µ < 0 (4.8)

i.e. the chemical potential of a Bose gas is always negative. Previously we have
seen that for Boltzmann gas µ < 0 and is large in absolute value. Below we
shall see that for Fermi gas µ may be of either sign.

Summing the progression in (4.7) we get:

Ωk = T ln
(
1− e

µ−εk
T

)
(4.9)

2If we require the validity of this inequality for arbitrary εk, it reduces to eµ/T ≪ 1,
coinciding with criterion of validity of Boltzmann statistics given in Eq. (3.77).
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Now for < nk >= −∂Ωk

∂µ we obtain:

< nk >=
1

e
εk−µ

T − 1
(4.10)

which is called Bose distribution. Again, in case of e
εk−µ

T ≫ 1 it reduces to
Boltzmann distribution.

Normalization condition is again written as:

N =
∑
k

1

e
εk−µ

T −1
(4.11)

and implicitly defines chemical potential.
Thermodynamic potential Ω for the whole gas, similarly to (4.6), is given

by:

Ω = T
∑
k

ln
(
1− e

µ−εk
T

)
. (4.12)

4.3 Non-equilibrium Fermi and Bose gases.

Let us consider the entropy of Fermi and Bose (ideal) gases in general (non
equilibrium) states. Equilibrium Bose and Fermi distributions will be obtained
requiring the maximal value of entropy in equilibrium. This analysis can be
performed similarly to the case of Boltzmann gas. Again we can consider groups
of levels close in energy numbered by j = 1, 2, .... Let Gj be the number of
states in j-th group and Nj – the number of particles in these states. The set
of numbers Nj completely characterizes the microscopic state of a gas.

In case of Fermi statistics only one particle can occupy each quantum state,
but numbers Nj are not small, but of the order of Gj . The number of possible
distributions of Nj identical particles over Gj states, with no more than one
particle in each state, is equal to the number of ways to choose Nj of Gj states,
i.e. the number of combinations of Gj elements by Nj :

Wj =
Gj !

Nj !(Gj −Nj)!
. (4.13)

Taking the logarithm and using for all three factorials in (4.13) Stirling’s asymp-
totics lnN ! ≈ N ln(N/e), we find entropy as:

S =
∑
j

{Gj lnGj −Nj lnNj − (Gj −Nj) ln(Gj −Nj)}. (4.14)

Introducing again the average occupation numbers < nj >= Nj/Gj we obtain
the following expression for the entropy of non equilibrium Fermi gas:

S = −
∑
j

Gj [< nj > ln < nj > +(1− < nj >) ln(1− < nj >)] (4.15)

Requiring its maximum with additional conditions:∑
j

Nj =
∑
j

Gj < nj >= N ;
∑
j

εjGj < nj >= E (4.16)
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i.e. using the method of Lagrange multipliers, from:

∂

∂ < nj >
[S + αN + βE] = 0 (4.17)

we immediately obtain Fermi distribution as < nj >= [eα+βεj + 1]−1, where
α = −µ/T , β = 1/T .

In case of Bose statistics in each quantum state we can place an arbitrary
number of particles, so that statistical weight Wj represents the number of all
ways to distribute Nj over Gj states:

Wj =
(Gj +Nj − 1)!

(Gj − 1)!Nj !
(4.18)

To understand this expression we note that here we are speaking about e.g. the
number of ways to distribute Nj identical balls over Gj boxes. Let us denote
balls by Nj points, while boxes can be numbered and their borders can be
visualized by Gj − 1 vertical strokes. In total there are Gj +Nj − 1 point and
strokes. The number we seek is given by the number of ways to choose Gj − 1
places for strokes, i.e. the number of combinations of Nj +Gj − 1 elements by
Gj − 1, which gives us Eq. (4.18).

Taking logarithm and neglecting unity in comparison with large numbers
Gj +Nj and Gj , we get:

S =
∑
j

{(Gj +Nj) ln(Gj +Nj)−Nj lnNj −Gj lnGj} (4.19)

Introducing < nj > we can write down the entropy of non equilibrium Bose gas
as:

S =
∑
j

Gj [(1+ < nj >) ln(1+ < nj >)− < nj > ln < nj >]. (4.20)

Equilibrium Bose distribution follows from the requirement of maximum of this
expression, similarly to the case of Fermi statistics.

For Nj ≪ Gj (4.15), (4.20) naturally reduce to to Boltzmann expression
(3.23):

S =
∑
j

Gj < nj > ln
e

< nj >
=
∑
j

Gj [< nj > (1− ln < nj >)]; < nj >≪ 1.

(4.21)
In the inverse limit of Nj ≫ Gj , i.e. < nj >≫ 1, the entropy of Bose gas (4.20)
reduces to:

S =
∑
j

Gj ln
eNj
Gj

, (4.22)

and statistical weight (4.18) Wj =
N

Gj−1

j

(Gj−1)! .

4.4 General properties of Fermi and Bose gases.

Many physical characteristics of Fermi and Bose gases can be written and cal-
culated in general form. In all expressions below the upper plus corresponds to
Fermi statistics, while the lower minus – to Bose statistics.
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Energy of a free (non relativistic) particle can be written as:

εp =
1

2m
(p2x + p2y + p2z) =

p2

2m
. (4.23)

For a given value of momentum, the state of a particle is defined also by its spin
projection. The number of particles in an element of phase space dpxdpydpzdV
can be obtained by multiplication of Fermi (Bose) distribution by the number
of states in this phase space volume:

gdτ = g
dpxdpydpzdV

(2π~)3
g = 2s+ 1 (4.24)

where s is the spin of the particle. Thus we obtain:

dNp =
gdτ

e
εp−µ

T ± 1
. (4.25)

Integrating over dV we get the total volume of the gas V . Then, transforming
to spherical coordinates in momentum space (dpxdpydpz → 4πp2dp), we obtain
the momentum distribution as:

dNp =
gV p2dp

2π2~3
(
e

εp−µ

T ± 1
) (4.26)

or distribution over energies:

dNε =
gV m3/2

√
2π2~3

√
εdε

e
ε−µ
T ± 1

=
N (ε)dε

e
ε−µ
T ± 1

(4.27)

where we have introduced rather useful function:

N (ε) =
gV m3/2

√
2π2~3

√
ε = gV

mpε
2π2~3

; pε =
√
2mε (4.28)

which is called the density of states of a particle in the energy interval ε, ε+ dε.
These expressions replace Maxwell distribution for quantum gases.

Integrating (4.27) over dε, we obtain:

N =

∫ ∞

0

dε
N (ε)

e
ε−µ
T ± 1

=
gV m3/2

√
2π2~3

∫ ∞

0

dε

√
ε

e
ε−µ
T ± 1

(4.29)

Introducing dimensionless variable ε/T = z we can write:

N

V
=
g(mT )3/2√

2π2~3

∫ ∞

0

dz

√
z

ez−
µ
T ± 1

(4.30)

which gives an implicit equation for chemical potential µ as a function of T and
particle density N/V .

Making similar transformation from summation over quantum states to en-
ergy integration if Eqs. (4.6), (4.12) we get:

Ω = ∓gV Tm
3/2

√
2π2~3

∫ ∞

0

dε
√
ε ln

(
1± e

µ−ε
T

)
(4.31)
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After partial integration we obtain:

Ω = −2

3

gV m3/2

√
2π2~3

∫ ∞

0

dε
ε3/2

e
ε−µ
T ± 1

(4.32)

This expression coincides, up to a factor of −2/3, with total energy of the gas
given by:

E =

∫ ∞

0

εdNε =
gV m3/2

√
2π2~3

∫ ∞

0

dε
ε3/2

e
ε−µ
T ± 1

. (4.33)

From thermodynamics it is known that Ω = −PV , so that Eqs. (4.32), (4.33)
give the generalized equation of state for ideal quantum gases:

PV =
2

3
E (4.34)

In the limit of Boltzmann statistics we have E = 3NT/2 (equipartition law)
and (4.34) reduces to classical result: PV = NT .

Rewriting (4.32) as (Cf. (4.30)):

P =
g
√
2m3/2T 5/2

3π2~3

∫ ∞

0

dz
z3/2

ez−
µ
T ± 1

(4.35)

we obtain the equation of state in parametric form (parameter µ!), i.e. the
relation between P , V and T for a given value of µ.

Consider small corrections to classical equation of state. We shall use in-
equality eµ/T ≪ 1 (Boltzmann limit) and expand the integrand in (4.35) in
powers of e(µ/T )−z, limiting ourselves to first two terms in the expansion. Then:∫ ∞

0

dz
z3/2

e
ε−µ
T ± 1

≈
∫ ∞

0

dzz3/2e
µ
T −z

(
1∓ e

µ
T −z

)
=

3
√
π

4
e

µ
T

(
1∓ 1

25/2
e

µ
T

)
.

(4.36)
and (4.35) can be rewritten as:

Ω = −PV = −gV m
3/2T 5/2

(2π~2)3/2
e

µ
T

(
1∓ 1

25/2
e

µ
T

)
(4.37)

This expression in fact reduces to:

Ω = ΩBoltz ±
gV m3/2T 5/2

16π3/2~3
e

2µ
T . (4.38)

Small corrections to thermodynamic potentials, expressed via appropriate vari-
ables, are equal. Thus, rewriting correction to ΩBoltz via T and V using corre-
sponding classical (Boltzmann) expressions (we drop technical details), we can
write down the free energy of the gas as:

F = FBoltz ±
π3/2

2g

N2~3

V T 1/2m3/2
. (4.39)

From here it is easy to find:

PV = NT

{
1± π3/2

2g

N~3

V (mT )3/2

}
(4.40)

We can see that quantum corrections (tending to zero as ~ → 0) lead to addi-
tional growth of pressure in Fermi gas and to the opposite effect in Bose gas.
This reflects the natural tendency of Fermions to “avoid” each other (Pauli
exclusion principle!), while for Bosons we have just the opposite behavior.
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4.5 Degenerate gas of electrons.

Quantum effects in general become important in low temperature limit (in prac-
tice these temperatures may be high enough!). Of prime importance are the low
temperature properties of Fermi gas. Keeping in mind most important appli-
cations, below we shall discuss mainly the gas of free electrons, and we put
g = 2(s = 1/2).

Let us start form the analysis of situation at T = 0. This is the case of so
called completely degenerate Fermi gas. Each quantum state in Fermi gas can
be occupied by no more than one electron, thus in fact at T = 0 they just fill
all states with energies from zero (ground state) up to some maximal energy
(which is called Fermi energy), with value determined simply by the number of
particles (density) in gas.

The number of quantum states of electrons moving in the volume V , with
absolute values of momenta in the interval p, p+ dp, is equal to:

2
4πp2dpV

(2π~)3
. (4.41)

Electrons fill all states with momenta from zero to a maximum momentum
p = pF (Fermi momentum). The total number of electrons in these states is
determined by3:

N =
V

π2~3

∫ pF

0

p2dp =
V p3F
3π2~3

. (4.42)

Then for Fermi momentum we obtain:

pF = (3π2)1/3
(
N

V

)1/3

~ (4.43)

and it grows with the growth of electron density. It is clear that from Eq. (4.43)
follows a simple estimate pF ∼ ~/a, where a is an average distance between
electrons.

Correspondingly, Fermi energy is defined as4:

εF =
p2F
2m

= (3π2)2/3
~2

2m

(
N

V

)2/3

∼ ~2

ma2
(4.44)

Naturally it also grows with density of the gas ∼ (N/V )2/3.
Fermi distribution:

np =
1

e
εp−µ

T + 1
(4.45)

3In fact, here we simply calculate the volume of the Fermi sphere VF =
4πp3F

3
, while the

number of electrons is determined by the number of available states “inside” this sphere as

N = 2V VF
(2π~)3 , which gives (4.42). The surface of Fermi sphere is called Fermi surface.

In metals, where the energy spectrum of electrons may be quite different form that of free
electrons, Fermi surface may be also quite different from simple spherical form. Geometry
and topology of Fermi surfaces plays very important role in the theory of metals [19]. The
simple estimates presented here, strictly speaking, are applicable only for simple metals (like
e.g. Na and K ).

4Note that the value of Fermi energy is practically the same as the degeneracy temperature
(energy) of the gas introduce above (3.79).
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for T → 0 becomes a “Fermi step” function:

np =

{
1 for p ≤ pF
0 for p > pF

(4.46)

or

nε =

{
1 for ε ≤ µ = εF
0 for ε > µ = εF

(4.47)

Chemical potential of Fermi gas at T = 0 coincides with Fermi energy:

µ = εF (T = 0) (4.48)

Figure 4.1: Fermi distribution function for different temperatures for εF /kB =
50000K.

At finite temperatures T ≪ εF (strongly degenerate gas) Fermi step is
“smeared” in energy interval ∼ T around Fermi energy (Cf. Fig.4-1). It is
easy to see that with the growth of temperature, for T ≫ εF Fermi distribution
transforms into Boltzmann distribution. Accordingly, with the growth of tem-
perature the chemical potential starts to diminish from a positive value of the
order of εF and becomes negative in Boltzmann region where T ≫ εF .

Total energy of the gas at T = 0 is obtained by multiplying (4.41) by p2/2m
and integration over all momenta up to p = pF :

E =
V

2mπ2~3

∫ pF

0

dpp4 =
V p5F

10mπ2~3
(4.49)

or, taking into account (4.43)

E =
3(3π2)2/3

10

~2

m

(
N

V

)2/3

N (4.50)
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Using the general expression (4.34) we can find the equation of state of com-
pletely degenerate gas:

P =
(3π2)2/3

5

~2

m

(
N

V

)5/3

(4.51)

so that at T = 0 the pressure of Fermi gas is ∼ (N/V )5/3.

In fact all the previous expressions are applicable also for finite but low
enough temperatures T ≪ εF . Corresponding temperature corrections are of
the order of (T/εF )

2. Fermi temperature (degeneracy temperature) TF ≈ εF for
the gas of electrons with density N/V ∼ 1022cm−3, typical for metals, and mass
m ∼ me, where me is the mass of a free electron5, can be estimated to be in the
interval of 104 − 105K. Thus, electron gas in metals under normal conditions
is always strongly degenerate. In semiconductors, where electron density may
change in rather wide limits, it is not generally so. Quite often the statistics of
current carriers these may be Boltzmannian.

To conclude this paragraph, let us make some remarks on the role of in-
terelectron interactions. Degenerate electron gas becomes more “ideal” with
the growth of its density. Characteristic kinetic energy of electrons is of the

order of Fermi energy: εF ∼ ~2

m (N/V )2/3 ∼ ~2

ma2 , where a is interelectron dis-
tance (in metals it is practically the same as interatomic distance). At the

same time characteristic Coulomb repulsion energy U ∼ e2

a . Then the dimen-
sionless parameter of perturbation theory over interaction is given by the ratio
U
εF

∼ e2

~
ma
~ ∼ e2

~
m
pF

= e2

~vF , where we have introduced the velocity of electrons

on the Fermi surface (Fermi level) vF = pF /m. Now we see that the smaller is
a (i.e. for higher densities or Fermi velocity)the smaller is this parameter and
interaction effects become weaker. Remember now, that the fine structure con-

stant e
2

~c ≈
1

137 ∼ 10−2, where c ≈ 3 1010cm/sec is velocity of light in vacuum. In
metals (for typical electron densities) it is easy to estimate that vF ∼ 108cm/sec.

Thus, in real metals perturbation theory parameter is not small: e2

~vF ∼ 1! Only
for electron densities much larger than typical densities in metals electron gas
can be considered as nearly free (ideal) gas. So the question arises — why the
nearly free electrons picture is so good to describe many of electronic properties
of metals? The complete solution of this problem is achieved only within the
Fermi-liquid theory, which will be briefly discussed later.

4.6 Relativistic degenerate electron gas∗.

Compression of electron gas leads to the growth of the average electron energy
(and Fermi energy εF ) and sooner or later it becomes comparable to the rest
energy mc2 and even higher. In this situation relativistic effects become impor-
tant. Ley us consider the degenerate ultra relativistic gas with particle energies
much greater thanmc2. In this case energy spectrum of electrons can be written
as:

εp =
√
c2p2 +m2c4 ≈ cp. (4.52)

5Note that in real metals the mass of an electron is not necessarily equal to the mass of
free electron in vacuum.
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For the number of quantum states and Fermi momentum the previous expression
remain valid:

2
4πp2dpV

(2π~)3
. (4.53)

N =
V

π2~3

∫ pF

0

p2dp =
V p3F
3π2~3

. (4.54)

pF = (3π2)1/3
(
N

V

)1/3

(4.55)

However, for Fermi energy we have quite new expression:

εF = cpF = (3π2)1/3~c
(
N

V

)1/3

(4.56)

Correspondingly, the total energy of the gas is:

E =
cV

π2~3

∫ pF

0

dpp3 = V
cp4F
4π2~3

(4.57)

or

E =
3(3π2)1/3

4
~cN

(
N

V

)1/3

(4.58)

Pressure is obtained by differentiation this expression over volume:

P =
E

3V
=

(3π2)1/3

4
~c
(
N

V

)4/3

(4.59)

and is proportional to power 4/3 of density.

The relation

PV =
E

3
(4.60)

is valid for ultra relativistic gas not only at absolute zero T = 0, but for arbitrary
temperatures. This can be seen as follows. Using εp = cp in Eq. (4.6), and
going from summation over momenta to integration over energy, we get:

Ω = − TV

π2c3~3

∫ ∞

0

dε ln
(
1 + e

µ−ε
T

)
(4.61)

and after partial integration:

Ω = −PV = − V

3π2c3~3

∫ ∞

0

dε
ε3

e
ε−µ
T + 1

(4.62)

which reduces to finite temperature variant of Eq. (4.60) Note that the pressure
obtained from Eq. (4.60) is in fact the highest pressure, which can exist in any
macroscopic system [6].
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4.7 Specific heat of degenerate electron gas.

At finite temperatures “Fermi step” is smeared in the interval of the order
of ∼ T . All expressions derived above for T = 0 are zeroth order terms of
expansion in powers of small (at low temperatures) parameter T/εF . Let us
find corresponding first order corrections. Thermodynamic potential of electron
gas, according to (4.32), can be written as:

Ω = −4

3

V m3/2

√
2π2~3

∫ ∞

0

dε
ε3/2

e
ε−µ
T + 1

(4.63)

Consider the general integral containing Fermi distribution function:

I =

∫ ∞

0

dε
f(ε)

e
ε−µ
T + 1

(4.64)

where f(ε) is some function (the only limitation is that the integral converges).
Eq.(4.63) is the specific case of f(ε) = ε3/2. For the integral (4.64) the following
expansion can be derived [1, 2]:

I ≈
∫ µ

0

dεf(ε) +
π2

6
T 2f ′(µ) +

7π4

360
T 4f ′′′(µ) + ... (4.65)

which in fact determines the expansion of all physical characteristics of the form
of Eq. (4.63) in powers of the small parameter T/εF .

Taking here f(ε) = ε3/2 we write (4.63) as:

Ω = Ω0 − V T 2

√
2µm3/2

6~3
(4.66)

where the first term gives the T = 0 contribution. Considering the second term
as a small correction to Ω0 and expressing µ via N and V using the zero-order

approximation (4.48) µ = εF = (3π2)2/3 ~2

2m (N/V )2/3, we can write directly the
expression for the free energy6:

F = F0 −
B

2
NT 2

(
V

N

)2/3

(4.67)

where we have introduced the notation B = (π/3)2/3m/~2. From this we find
the entropy:

S = BNT

(
V

N

)2/3

(4.68)

and specific heat:

C = T
∂S

∂T
= BNT

(
V

N

)2/3

, (4.69)

We see that specific heat of degenerate Fermi gas at low temperatures is linear
function of temperature (Pauli specific heat). Using the expression for the den-
sity of states (4.28) with g = 2 (for electrons), we can easily see that Eq. (4.69)
can be rewritten as:

C =
π2

3
νFT (4.70)

6Here we use once again the theorem on small corrections to thermodynamic potentials:
(δΩ)T,V,µ = (δF )T,V,N = (δΦ)T,P,N = (δE)S,V,N = (δW )S,P,N
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where we have introduced the density of electronic states at the Fermi surface:

νF = N (ε = εF ) =
mpF
π2~3

V (4.71)

This is not a simple coincidence. Eq. (4.71) is rather simply interpreted in the
following way. We have seen that in degenerate Fermi gas finite temperatures
disturb only a narrow energy layer ∼ T around the Fermi level. The number
of electrons in this layer δN ∼ νFT . Rising temperature by δT leads to the
change of the energy of each of these electrons by ∼ δT . Then the total energy
change of the gas is δE ∼ νFTδT , and specific heat is C = δE/δT = νFT .
This elementary interpretation solves the problem of contradiction of classical
equipartition law and Nernst theorem. For T → 0 not all electrons participate
in thermal processes, but only those belonging to a narrow energy layer ∼ T
close to Fermi level, and the number of such electron tends to zero as T → 0.
The final result (4.70) for specific heat is very important. In fact it provides one
of experimental methods of determination of the density of states at the Fermi
level of metals from measurements of electron contribution to specific heat. In
the simplest case of metals with spherical Fermi surface, when Eq. (4.71) is
valid, this allows also experimental determination of the mass of conduction
electrons in metal, which in general case does not coincide with that of free
electron.

For completeness, let us write down an expression for the total energy of
degenerate Fermi gas:

E = E0 +
B

2
NT 2

(
V

N

)2/3

= E0

[
1 + 0.18

(
mT

~2

)2(
V

N

)4/3
]

(4.72)

where E0 is given by Eq. (4.49). From this expression it is easily seen that
the relative temperature correction to energy is small by parameter (T/εF )

2.
Specific heat calculated from C = ∂E

∂T obviously gives the previous result (4.69).

4.8 Magnetism of electron gas in weak fields.

Magnetization of electron gas in weak (external) magnetic fields consists of
two contributions: paramagnetic magnetization, connected with spin magnetic
moment of an electron (Pauli) and diamagnetic magnetization, connected with
quantization of orbital motion of an electron in magnetic field (Landau).

Below we shall analyze only the case of degenerate electron gas: T ≪ εF .

Magnetic field is considered as weak if µBH ≪ T , where µB = |e|~
2mc is Bohr

magneton.
Calculations can be conveniently done using thermodynamic potential Ω,

depending on variables T, V, µ. Then the magnetic moment of the system is
defined as:

M = −
(
∂Ω

∂H

)
T,V,µ

(4.73)

Let us start with paramagnetic part of magnetization. Additional energy of
electron due to spin interaction with magnetic field is given by ±µBH, for two
spin projections ∓1/2. Accordingly, in external field electron energy εp = p2/2m
is replaced by εp∓ = p2/2m ± µBH. As ε always enters Fermi distribution
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function in combination ε − µ, the statement equivalent to the previous one is
that we have just to make the replacement µ → µ ∓ µBH in all expressions.
Thus, for thermodynamic potential Ω in magnetic field we can write:

Ω(µ) =
1

2
Ω0(µ+ µBH) +

1

2
Ω0(µ− µBH) (4.74)

where Ω0(µ) is thermodynamic potential in the absence of magnetic field. The
factor of 1/2 is introduced here to account for the change of the number of
quantum states for fixed spin projection.

Expanding (4.74) in powers of H we obtain (terms of the first order, obvi-
ously cancel each other):

Ω(µ) = Ω0(µ) +
1

2
µ2
BH

2 ∂
2Ω0(µ)

∂µ2
(4.75)

Now we get the magnetic moment (4.73) as:

M = −µ2
BH

∂2Ω0(µ)

∂µ2
(4.76)

Taking into account that ∂Ω0

∂µ = −N we get paramagnetic susceptibility (per

volume of the gas):

χp = −µ
2
B

V

∂2Ω0(µ)

∂µ2
=
µ2
B

V

(
∂N

∂µ

)
T,V

(4.77)

Neglecting small (for T ≪ εF ) temperature effects, i.e. considering gas as

completely degenerate, we have µ = εF = (3π2)2/3 ~2

2m (N/V )2/3, and:

N = V
(2mµ)3/2

3π2~3
(4.78)

which after differentiation in (4.77) reduces to:

χp =
µ2
B(2m)3/2

√
µ

2π2~3
=
µ2
BmpF
π2~3

≡ µ2
BνF (4.79)

which is called Pauli paramagnetic susceptibility. Thus, paramagnetic suscep-
tibility of degenerate electron gas is independent of temperature (for T ≪ εF )
and is proportional to electron density of states at the Fermi level. This due to
a simple fact – external magnetic field leads to difference between the numbers
of electrons with spin oriented along and opposite to the direction of magnetic
field: N↑−N↓ ∼ νFµBH, which leads to the appearance of magnetization along
the field M = µB(N↑ −N↓) ∼ µ2

BνFH, which gives the susceptibility (4.79)7.
Let us turn now to calculations of diamagnetic part of susceptibility con-

nected with orbital motion of electrons. Energy of orbital motion of an electron
in magnetic field is determined by Landau levels [5]:

εn,pz = ~ωc(n+
1

2
) +

p2z
2m

= (2n+ 1)µBH +
p2z
2m

(4.80)

7There are experimental methods allowing direct measurements of only paramagnetic part
of magnetization (susceptibility) in metals (e.g. Knight shift measurements in NMR), provid-
ing information on the value of the density of states, alongside with measurements of electron
contribution to specific heat.
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where ωc =
|e|H
mc is cyclotron frequency, n = 0, 1, 2, ..., pz is momentum projec-

tion on magnetic field direction. The number of states in the interval dpz at
fixed n is given by [5]:

2
V |e|H
(2π~)2c

dpz (4.81)

Then, from Eq. (4.6) we get:

Ω = −T
∞∑
n=0

2
V |e|H
(2π~)2c

∫ ∞

−∞
dpz ln

[
1 + exp

(
µ− (n+ 1/2)~ωc − p2z/2m

T

)]
(4.82)

or

Ω = 2µBH
∞∑
n=0

f [µ− (2n+ 1)µBH] (4.83)

where

f(µ) = −TmV
2π~3

∫ ∞

−∞
dpz ln

[
1 + exp

(
µ

T
− p2z

2m

)]
(4.84)

Summation over n can be performed using the following formula [1, 2]:

∞∑
n=0

F (n+
1

2
) ≈

∫ ∞

0

dxF (x) +
1

24
F ′(0) (4.85)

This expression is valid in case of small relative change of F during the single
step n→ n+ 1. In our case this condition reduces to µBH ≪ T .

Applying (4.85) to (4.83) and (4.84) we obtain:

Ω = 2µBH

∫ ∞

0

dxf(µ− 2µBHx) +
2µBH

24

∂f(µ− 2nµBH)

∂n
|n=0 =

=

∫ µ

−∞
dxf(x)− (2µBH)2

24

∂f(µ)

∂µ
(4.86)

The first term here does not contain H and reduces to Ω0(µ) in the absence of
magnetic field. Thus:

Ω = Ω0(µ)−
1

6
µ2
BH

2 ∂
2Ω0(µ)

∂µ2
(4.87)

and similarly to paramagnetic case we find diamagnetic susceptibility as:

χd =
µ2
B

3V

∂2Ω0(µ)

∂µ2
= −1

3
χp (4.88)

where the last equality was obtained by comparison with (4.77). We see that
diamagnetic susceptibility (Landau diamagnetism) of electron gas is equal to
1/3 of paramagnetic susceptibility (Pauli paramagnetism) and opposite in sign.
The sum of both contributions is positive, so that electron gas is paramagnetic
and its total magnetic susceptibility is equal to:

χ = χp + χd =
2

3
χp. (4.89)
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However, it should be noted that these relations between χp and χd are valid
only for the simplest model of free electrons. In real metals the form of electron
spectrum may be quite different from that of free electrons, so that these rela-
tions may be significantly changed. Due to this problem, during the discussion
of real experiments on magnetic susceptibility of metals, we are always deal-
ing with complicated problem of separation of paramagnetic and diamagnetic
contributions.

Obviously, the total susceptibility can be calculated directly from the single
expression, writing the energy levels as εn,pz,± = (2n+1)µBH+p2z/2m∓µBH,
i.e. including spin splitting into Landau spectrum. This set of levels can be
rewritten as: εn,pz = 2nµBH + p2z/2m (n = 0, 1, 2...), where each value of n ̸= 0
enters twice, while n = 0 enters only once. Similarly to the previous analysis
we can easily obtain:

Ω = 2µBH

{
1

2
f(µ) +

∞∑
n=1

f(µ− 2µBHn)

}
(4.90)

and perform summation using [1, 2]:

1

2
F (0) +

∞∑
n=1

F (n) =

∫ ∞

0

dxF (x)− 1

12
F ′(0) (4.91)

Direct calculations lead to the total susceptibility given by Eq. (4.89).

4.9 Magnetism of electron gas in high fields∗.

Consider now the case of so called quantizing magnetic field when

T < µBH = ~ωc ≪ εF = µ (4.92)

Under these conditions it is important to take into account the discrete nature
of Landau levels, corresponding to electron motion in the plane orthogonal to
magnetic field8. Now we can not separate orbital and spin effects so that during
the calculations it is more convenient to use the general expression (4.90). As
will be shown below, for ~ωc = µBH > T magnetization of electron gas contains
oscillating (as a function of H) part, and the amplitude of these oscillations is
not small. We shall drop some details of calculations, which can be found in
Refs. [1, 2].

While calculating (4.90) under conditions of (4.92), we can not use simple
summation formulas like (4.91), as the function summed may change rather
sharply during the transition from n to n+1. Standard approach here is to use

8In classical approximation this motion is a simple cyclotron rotation of an electron around
the field direction with angular frequency ωc. In quantum case this rotation is described
as quantum oscillator with the same frequency, which leads to the appearance of the first
(oscillator like) term in Landau spectrum (4.80). The second term in (4.80) corresponds to
free electron motion along field direction.
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Poisson summation formula9:

1

2
F (0) +

∞∑
n=1

F (n) =

∫ ∞

0

dxF (x) + 2Re
∞∑
k=1

∫ ∞

0

dxe2πikxF (x) (4.93)

Then (4.91) can be written as:

Ω = Ω0(µ) +
TmV

π2~3
Re

∞∑
k=1

Ik (4.94)

where

Ik = −2µBH

∫ ∞

−∞
dpz

∫ ∞

0

dxe2πikx ln

[
1 + exp

(
µ

T
− p2z

2mT
− 2xµBH

T

)]
(4.95)

We are only interested in oscillating (with the change of magnetic field) part of
integrals, which will be denoted as Ĩk. After appropriate change of variables in
(4.95) we obtain:

Ĩk = −
∫ ∞

−∞
dpz

∫ ∞

0

dε ln

[
1 + exp

(
µ− ε

T

)]
exp

(
iπkε

µBH

)
exp

(
− iπkpz
2mµBH

)
.

(4.96)
Integral over pz can be calculated explicitly [1, 2], so that:

Ĩk = −e−iπ4
√

2mµBH

k

∫ ∞

0

dεe
iπkε
µBH ln

[
1 + e

µ−ε
T

]
. (4.97)

Here we can twice perform partial integration and transform to variable ξ =
(ε− µ)/T . Dropping non oscillating part, we can write [1, 2]:

Ĩk =

√
2m(µBH)5/2

Tπ2k5/2
exp

(
iπkµ

µBH
− iπ

4

)∫ ∞

−∞
dξ

eξ

(eξ + 1)2
exp

(
iπkT

µBH
ξ

)
.

(4.98)
For µBH > T the main contribution to the remaining integral comes from the
region of ξ ∼ 1, i.e. the vicinity of the Fermi level ε − µ ∼ T , which allows to
extend integration to infinity. Practically, the integral is calculated using the
formula [1, 2]: ∫ ∞

−∞
dξeiαξ

eξ

(eξ + 1)2
=

πα

sh(πα)
. (4.99)

Finally we obtain for oscillating part of Ω potential:

Ω̃ =

√
2(mµBH)3/2TV

π2~3
∞∑
k=1

cos
(

πµ
µBH

k − π
4

)
k3/2sh

(
π2kT
µBH

) . (4.100)

9Poisson formula is obtained from the equality:
∑∞

n=−∞ δ(x− n) =
∑∞

k=−∞ e2πikx. The
sum of δ-functions in the left hand side is periodic function with period 1, while the sum
in the right hand side is Fourier expansion of this function. Multiplying this equality by
arbitrary function F (x) and integrating over x from 0 to ∞, we obtain Poisson formula. We
only have to take into account that the term of the sum, corresponding to n = 0, is equal to∫∞
0 dxF (x)δ(x) = F (0)/2.
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Calculating the magnetic moment as derivative of (4.100) by magnetic field, we
have to differentiate only most oscillating factors of cos in numerators of the
terms of the sum. This gives Landau result:

M̃ = −
√
2µBm

3/2µTV

π~3
√
H

∞∑
k=1

sin
(

πµ
µBH

k − π
4

)
√
ksh

(
π2kT
µBH

) . (4.101)

This expression is oscillating with periodicity in inverse magnetic field 1/H.
Period over 1/H is given by:

∆

(
1

H

)
=

2µB
µ

(4.102)

and is independent of temperature. Here we have ∆(1/H)H ∼ µBH/µ≪ 1, so
that oscillations are of high “frequency”. Such oscillations of magnetic moment
in external magnetic field are observed in metals at low enough temperatures
and “clean” enough samples, and are called de Haas–van Alphen effect. For
µBH ∼ T the amplitude of oscillating magnetic moment is given by M̃ ∼
V µH1/2(mµB)

3/2~−3. Monotonous part of magnetization M is determined by
susceptibility (4.89) calculated above, so that M ∼ V µ1/2Hm3/2µ2

B~−3. Then
M̃/M ∼ (µ/µBH)1/2 ≫ 1 and the amplitude of oscillating part is large in com-
parison to monotonous part. For µBH ≪ T this amplitude drops exponentially
as exp(−π2T/µBH) and becomes negligible.

Expression (4.102) for the period of oscillations can be rewritten as:

∆

(
1

H

)
=

|e|~
mc

1

εF
=

2|e|~
c

π

πp2F
=

2π|e|~
cSF

(4.103)

where SF = πp2F is an area of the maximal “crossection” of the spherical Fermi
surface of free electrons. It turns out that this last expression is also valid
for metals with arbitrary Fermi surfaces if SF is understood as an area of any
extremal crossection of Fermi surface with complicated topology [19]. In real
case there may be several such crossections, so that there appear several periods
of de Haas — van Alphen oscillations. Experimental study of these oscillations
allows to determine extremal crossections of the Fermi surface of a real metal,
which helps in determining its form and topology.

De Haas — van Alphen effect is first of the number of oscillatory effects in
metals in quantizing magnetic fields at low temperatures, e.g. there are similar
oscillations of electrical resistivity (Shubnikov — de Haas effect). All of these
effects are related to Landau quantization of electron spectrum in magnetic
field (4.80), and “passing” of discrete Landau levels (of transverse motion of
electrons) through the Fermi level with the change of external magnetic field
[19]. Experimental observation of these effects is the powerful method to study
the geometry of Fermi surfaces in real metals.

4.10 Degenerate Bose gas.

At low temperatures the properties of Bose gas are radically different from the
properties of Fermi gas. At T = 0 all particles of Bose gas occupy the state
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with lowest energy (ground state) ε = 0, there is no limitations due to Pauli
exclusion principle. Let us consider the equation for total number of particles,
determining the chemical potential (4.30) for Bose case:

N

V
=
g(mT )3/2√

2π2~3

∫ ∞

0

dz

√
z

ez−
µ
T − 1

(4.104)

If for fixed density N/V of the gas we start lowering the temperature Eq. (4.104)
immediately shows, that chemical potential µ drops in absolute value, remaining
negative (in accordance with general requirements of Bose statistics). However,
µ can become zero at some finite temperature, which is defined by the relation:

N

V
=
g(mT )3/2√

2π2~3

∫ ∞

0

dz

√
z

ez − 1
(4.105)

The integral here is just a dimensionless constant ≈ 2.315. Then, solving Eq.
(4.105) with respect to T , we obtain characteristic temperature T0

10:

T0 =
3.31

g2/3
~2

m

(
N

V

)2/3

(4.106)

which is called the temperature of Bose condensation. The physical meaning of
this term, as well as of physical effects appearing below this temperature can
be understood from the following arguments. For T < T0 Eq. (4.105) does not
give negative solutions for µ, while in Bose statistics chemical potential must be,
as was shown above, negative for all temperatures. This contradiction appears
because under this conditions we can not use the standard transformation from
summation over quantum states in Eq. (4.11) to integration over continuous
variable (energy) in Eqs. (4.30), (4.104). In fact, during such transformation
the first term in the sum over k in Eq. (4.11), corresponding to energy level
εk = 0, is multiplied by

√
ε = 0 (Cf. expression for the density of states (4.28))

and just drops out. But in reality, at T Bose particles will tend to occupy
precisely this lowest energy state, until T = 0, when all of them will “condense”
in this ground state.

Thus, in reality the physical behavior at temperatures T < T0 is as follows.
Particles with energy ε > 0 are distributed according to (µ = 0!):

dNε =
gm3/2V√
2π2~3

√
εdε

e
ε
T − 1

(4.107)

Accordingly, the total number of particles with energies ε > 0 is equal to:

Nε>0 =

∫
dNε =

gV (mT )3/2√
2π2~3

∫ ∞

0

dz

√
z

ez − 1
= N

(
T

T0

)3/2

(4.108)

The remaining

Nε=0 = N

[
1−

(
T

T0

)3/2
]

(4.109)

10Note that, similarly to Fermi temperature, this expression is of the order of temperature
of gas degeneracy (3.79).
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particles are already in the state with lowest energy ε = 0. This effect of macro-
scopic number of particles being “condensed” in the ground state is called Bose
condensation. Let us stress that we are speaking here about “condensation” of
particles in momentum space (at p = 0), which has nothing to do with the usual
gas condensation in real (coordinate) space. Particles in Bose condensate form
a macroscopic quantum state with very peculiar properties.

The total energy of the gas at T < T0 is determined by particles with ε > 0
(Cf. Eq. (4.33) written for µ = 0):

E =
gV (mT )3/2T√

2π2~3

∫ ∞

0

dz
z3/2

ez − 1
≈ 0.770NT

(
T

T0

)3/2

= 0.128g
m3/2T 5/2

~3
V

(4.110)
Then we obtain specific heat as:

Cv =

(
∂E

∂T

)
V

=
5E

2T
∼ T 3/2 (4.111)

Integrating specific heat we find entropy:

S =

∫ T

0

Cv
T
dT =

5E

3T
(4.112)

and free energy F = E − TS:

F = −2

3
E (4.113)

For gas pressure we obtain:

P = −
(
∂F

∂V

)
T

≈ 0.0851g
m3/2T 5/2

~3
(4.114)

At T = T0 all physical characteristics discussed here are continuous, but it can
be shown that the derivative of specific heat over T has a finite discontinuity
(jump) jumps at this point [1, 2]. In this sense, the point of Bose condensation,
in fact, is a point of some kind of phase transition. Note however, that the
properties of this transition essentially depend on interaction between particles
of the gas, which is neglected here.

During many years the phenomenon of Bose condensation in gases remained
just a theoretical result, though its importance was clearly understood, and
Bose condensation was in fact observed in such phenomena as superfluidity and
superconductivity in condensed matter (where interactions are of prime impor-
tance). These will be discussed later, but in recent years Bose condensation was
directly observed in unique experiments with ultra cold gases of alkali metals (at
temperatures ∼ 10−7K in special magnetic traps). These systems apparently
are well described by the model of nearly free (ideal) Bose gas, though inter-
actions there are also quite important for the explanation of numerous effects.
These studies are at present at the center of interests of modern physics of many
particle systems [20].

4.11 Statistics of photons.

Most important physical object to study with Bose statistics is electromagnetic
radiation at thermodynamic equilibrium (for historic reasons called also “black
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body” radiation), i.e. gas of photons. Linearity of equations of electrodynam-
ics leads to validity of superposition principle, i.e. the absence of interactions
between photons — they form an ideal gas! Spin of photons s =), so this is
the Bose gas. In fact, to achieve thermodynamic equilibrium we have always
to assume the existence of some small interaction of photons with matter. The
mechanism of this interaction consists of absorption and emission of photons
by matter11. This leads to an important peculiarity of photon gas: the number
of particles (photons) N is not conserved and should be determined from con-
ditions of thermodynamic equilibrium. Requiring the minimum of free energy
(at fixed T and V ), we obtain the condition:

(
∂F
∂N

)
T,V

= µ = 0, so that the

chemical potential of photon gas is zero:

µ = 0. (4.115)

Distribution function of photons over the states with definite momenta ~k and
energy ~ω = ~ck (and definite polarizations – spin projections of photons) is
given by Bose distribution with µ = 0:

nk =
1

e
~ω
T − 1

(4.116)

which is called Planck distribution.
Assuming the volume V to be big enough, we can as usual transform from

discrete to continuous distribution of photon eigenstates. The number of field
oscillators with components of wave vector k in intervals d3k = dkxdkydkz is

equal to V d3k
(2π)3 [6]. Then, the number of oscillators with absolute value of wave

vector in interval k, k + dk is given by:

V

(2π)3
4πk2dk. (4.117)

Using ω = ck and multiplying by 2 (there are two independent directions of po-
larization), we obtain the number of quantum states of photons with frequencies
in the interval ω, ω + dω as:

V ω2dω

π2c3
. (4.118)

hen the number of photons in this frequency interval is:

dNω =
V

π2c3
ω2dω

e
~ω
T − 1

(4.119)

Multiplying by ~ω we obtain energy contained in this part of the spectrum:

dEω =
V ~
π2c3

ω3dω

e
~ω
T − 1

(4.120)

which is Planck law. Corresponding graph is presented in Fig.4-2. Expressing
everything via wavelength λ = 2πc

ω , we have:

dEλ =
16π2c~V

λ5
dλ

e
2π~c
Tλ − 1

. (4.121)

11Good example of such a system is the so called “relict” radiation in the Universe, remaining
since the “Big Bang” all over the Space.
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Figure 4.2: Planck function x3

ex−1 ; x = ~ω
T .

For small frequencies ~ω ≪ T from (4.120) we obtain Rayleigh – Jeans law:

dEω = V
T

π2c3
ω2dω (4.122)

Here is no dependence on ~, as this is a classical limit, and this result can be
obtained by multiplying (4.118) by T , i.e. applying equipartition law to each
of the field oscillators12. In the inverse limit of ~ω ≫ T (quantum limit) from
(4.120) we get Wien’s formula:

dEω = V
~

π2c3
ω3e−

~ω
T dω (4.123)

Spectral density of energy distribution of photon gas dEω/dω has a maximum
at ω = ωm, defined by condition:

~ωm
T

≈ 2.822 (4.124)

Thus, increase of temperature leads to the shift of the maximum of energy distri-
bution to higher energies (frequencies) proportionally to T (Wien’s displacement
law) 13.

12It is easy to see that the integral (4.122) over all possible frequencies diverges, so that
the energy of photon gas becomes infinite. This is so called “ultraviolet catastrophe”, which
historically was one of the strong indications of shortcomings of classical theory, leading Planck
to introduction of the quanta. Note that Planck suggested his formula (4.120) as a simplest
interpolation between (4.122) and experimentally discovered law (4.123).

13For cosmological “relict” radiation this maximum corresponds to T ≈ 3K.
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Let us calculate thermodynamic properties of photon gas. For µ = 0 the
free energy F = Φ − PV = Nµ + Ω. Then, putting µ = 0 and transforming
from summation over k to integration over ω in (4.12), we obtain:

F = T
V

π2c3

∫ ∞

0

dωω2 ln
(
1− e−

~ω
T

)
(4.125)

Introducing x = ~ω/T and performing partial integration, we get:

F = −V T 4

3π2~3c3

∫ ∞

0

dx
x3

ex − 1
. (4.126)

The integral here is equal to π4/15 [1, 2], so that:

F = −V π2T 4

45(~c)3
= −4σ

3c
V T 4 (4.127)

where the coefficient σ (Stefan – Boltzmann constant) is equal to:

σ =
π2k4B
60~3c2

(4.128)

if we measure the temperature T in absolute degrees. The entropy of photon
gas:

S = −∂F
∂T

=
16σ

3c
V T 3. (4.129)

The total energy of radiation:

E = F + TS =
4σ

c
V T 4 = −3F (4.130)

which is Boltzmann’s law. Specific heat of photon gas:

Cv =

(
∂E

∂T

)
V

=
16σ

c
T 3 ∼ T 3. (4.131)

Radiation pressure14:

P = −
(
∂F

∂V

)
T

=
4σ

3c
T 4 (4.132)

so that the “equation of state” is:

PV =
E

3
(4.133)

characteristic for (ultra) relativistic gas with ω = ck. The total (average) num-
ber of photons at given temperature is given by:

N =
V

π2c3

∫ ∞

0

dω
ω2

e
~ω
T − 1

=
V T 3

π2c3~3

∫ ∞

0

dx
x2

ex − 1
≈ 0.244

(
T

~c

)3

V. (4.134)

14This pressure is very low at normal conditions, but it may become enormous for high
enough temperature, e.g. in astrophysics. Actually, speaking about “practical” applications
of this theoretical expression, we note that radiation pressure of photon gas is one of the main
driving forces in thermonuclear weapons.



Chapter 5

CONDENSED MATTER

5.1 Solid state at low temperature.

In crystalline solids atoms oscillate around equilibrium positions, which for a
regular crystal lattice. At low temperatures these oscillations are small and
can be considered harmonic. Similar situations is characteristic for amorphous
solids, where equilibrium positions are disordered in space 1.

Let N denote the number of molecules (atoms) forming a solid, ν – the
number of atoms in molecule (ν = 1 if a solid consists of atoms). Then the
total number of atoms is equal to Nν. Of total 3Nν degrees of freedom, three
correspond to translational and another three to rotational motions of the solid
as a whole. The rest 3Nν − 6 degrees of freedom correspond to oscillations.
Taking into account that 3Nν is an enormous number, we can safely neglect 6
and assume that the number of vibrational degrees of freedom is given by 3Nν.

Below we do not take into account electronic degrees of freedom, so that our
presentation is related, strictly speaking, only to dielectric solids. In simplest
approximations we can assume that in metals electrons just additively contribute
to all thermodynamic quantities.

From mechanical point of view the system with 3Nν vibrational degrees
of freedom cam be considered as the set of 3Nν independent oscillators, each
corresponding (in harmonic approximation) to a separate normal oscillator [11].
From quantum mechanics it is known [5] that the energy of harmonic oscillator
is given by:

εn = ~ω
(
n+

1

2

)
(5.1)

where ~ω is quantum of oscillation, n = 0, 1, 2... is oscillator quantum number.
Then the statistical sum of a single oscillator is determined as:

Zosc =

∞∑
n=0

e−
~ω
T (n+1/2). (5.2)

Let us place the zero of energy at the lowest (n = 0) oscillator level, i.e. include
the zero-point oscillator energy into a constant ε0, defining the origin of an

1Most of the material in this Chapter is based on presentation of Refs. [1, 2].
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energy scale. Then:

Zosc =

∞∑
n=0

e−
~ω
T n =

1

1− e−
~ω
T

, (5.3)

and corresponding free energy of a single oscillator is given by:

Fosc = T ln
(
1− e−

~ω
T

)
. (5.4)

Then the free energy of a solid can be written as:

F = Nε0 + T
∑
α

ln
(
1− e−

~ωα
T

)
, (5.5)

where summation is performed over all 3Nν normal oscillators, which are num-
bered by index α. Here Nε0 is energy of zero-point oscillations, obviously pro-
portional to the number of the molecules in solid, while ε0 is zero energy of a
molecule at T = 0.

Consider the limit of low temperatures. At small T in sum over α only terms
with small ~ω ∼ T are relevant. Small frequency vibrations in solids are the
usual sound waves. Wavelength of sound wave is given by λ = u/ω, where u is
speed of sound. This wavelength is large compared with lattice constant of a
typical crystal (or the average interatomic distance in amorphous solid): λ≫ a.
Corresponding frequencies ω ≪ u/a. To consider the relevant vibrations as
sound waves, we have to restrict temperatures to:

T ≪ ~
u

a
. (5.6)

Let us assume that our solid is isotropic (this is always valid for amorphous
solids). In this case we have to deal with either longitudinal (with velocity ul)
or transversal (with velocity ut) sound waves, as both can propagate in such a
solid. Their frequencies are given by:

ω = ulk and ω = utk (5.7)

where k = |k| is the absolute value of the wave vector.
The number of vibrational modes corresponding to sound waves with abso-

lute value of the wave vector in the interval from k to k + dk and with fixed
polarization is given by:

V
4πk2dk

(2π)3
. (5.8)

For longitudinal polarization we have k = ω/ul, while for two transversal –
k = ω/ut, so that in the frequency interval from ω to ω + dω we have the
following number of vibrational modes:

V
ω2dω

2π2

(
1

u3l
+

2

u3t

)
. (5.9)

Let us introduce the average speed of sound u via the following relation:

3

u3
=

2

u3t
+

1

u3l
(5.10)
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Then Eq. (5.9) can be written as:

V
3ω2dω

2π2u3
. (5.11)

In this form Eq. (5.11) is applicable not only to amorphous solid, but also to
crystals, if we assume that u is certain average speed of sound in a crystal of
given symmetry. Then, using (5.11) we can transform summation over α in Eq.
(5.5) into integration over ω and obtain:

F = Nε0 +
3V T

2π2u3

∫ ∞

0

dωω2 ln
(
1− e−

~ω
T

)
(5.12)

where integration can be extended to infinity due to fast convergence of inte-
gral at small T . Dropping Nε0 contribution, we can see that the rest of this
expression differs from Eq. (4.125) for the free energy of photon gas only by the
replacement of the light speed c by the speed of sound and the factor of 3/2, re-
lated to three polarizations of the sound waves, as opposed to two polarizations
of photons. Now we can conclude that thermodynamics of a solid is determined
by the quanta of sound waves (lattice vibrations), which we shall call phonons.
Here for the first time we meet the situation when theoretical description of
a many – particle system of (interacting!) atoms (molecules) is reduced to a
model of an ideal (noninteracting!) gas of quasiparticles.

Now we can just use the obtained above expressions for photon gas with
similar replacements. However, we shall repeat explicit derivation. We can
once again introduce the dimensionless variable x = ~ω/T and perform partial
integration in (5.12) to get:

F = Nε0 − V
T 4

2π2~3u3

∫ ∞

0

dx
x3

ex − 1
= Nε0 − V

π2T 4

30(~u)3
. (5.13)

Entropy of the system is given by:

S = −∂F
∂T

= V
2π2T 3

15(~u)3
. (5.14)

and energy E = F + TS is:

E = Nε0 + V
π2T 4

10(~u)3
. (5.15)

Specific heat of a solid in this approximation (low temperatures!), is equal to:

C =

(
∂E

∂T

)
=

2π2

5(~u)3
V T 3 ∼ T 3. (5.16)

Here we can neglect any difference between Cp and Cv as their difference at low
temperatures Cp − Cv ∼ T 7, i.e. is much smaller than specific heat itself [1, 2].

5.2 Solid state at high temperature.

Let us consider now the opposite limit of high temperatures T ≫ ~u/a. In this
case we can write:

1− e−
~ωα
T ≈ ~ωα

T
(5.17)
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so that from Eq. (5.5) we obtain:

F = Nε0 + T
∑
α

ln
~ωα
T

= Nε0 − 3NνT lnT + 3NνT ln ~ < ω > (5.18)

where we have introduced the mean logarithmic frequency of vibrations (phonons)
< ω > as:

ln < ω >=
1

3Nν

∑
α

lnωα (5.19)

From Eq. (5.18) we find energy E = F − T ∂F
∂T :

E = Nε0 + 3NνT. (5.20)

The case of high temperatures corresponds to the classical analysis of atomic
vibrations and Eq. (5.20) corresponds to equipartition theorem – each of 3Nν
vibrational degrees of freedom contributes the energy T . Specific heat now is
given by:

C = Nc = 3Nν, (5.21)

where c = 3ν is specific heat per one molecule2. Thus, at high enough tem-
peratures specific heat of solids is a constant independent of temperature and
dependent only on the number of atoms. In particular, for all elements (ν = 1)
atomic high temperature specific heat is the same and equal to 3 (or 3kB in
usual units) – Dulong – Petit’s law. At normal temperatures this law agrees
well with experiments3.

Using (5.21) we can write free energy as:

F = Nε0 −NcT lnT +NcT ln ~ < ω > (5.22)

E = Nε0 +NcT. (5.23)

Then the entropy of a solid is:

S = −∂F
∂T

= Nc lnT −Nc ln
~ < ω >

e
(5.24)

Clearly Eq. (5.18) can be directly derived using classical statistics starting
from the general expression for the free energy:

F = −T ln

∫
dΓe−

E(p,q)
T . (5.25)

Substituting here oscillator energy:

E(p, q) =
1

2

∑
α

(p2α + ω2
αq

2
α) (5.26)

and taking into account dΓ = 1
(2π~)3Nν

∏
α dpαdqα, we can see that integral here

is factorized into a product of 3Nν identical integrals of the following form:∫ ∞

−∞
dpα

∫ ∞

−∞
dqα exp

(
−p

2
α + ω2

αq
2
α

2T

)
=

2πT

ωα
(5.27)

2Again we write here simply C, as for solids the difference of Cp and Cv is negligible [1, 2]
3For composite compounds (ν > 1) Dulong – Petit’s limit is practically never achieved due

melting or chemical decomposition at rather low temperatures.
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so that finally we obtain (5.18). Note that the limits of integration here can
be extended to infinity due to fast convergence of integrals, though in reality
atoms perform only small oscillations around lattice sites. Accordingly, all areas
of integration correspond in fact to physically different microscopic states and
there is no need to introduce an additional factor of N ! in the denominator of
the phase volume.

5.3 Debye theory.

Debye proposed a simple, but very effective, interpolation for specific heat which
can be used for arbitrary temperatures. Let us consider a model of a solid, where
all vibrational frequencies are distributed according to Eq. (5.11), though in
reality this expression is valid only for small (sound) frequencies. In fact, phonon
spectrum should be limited from the above as vibrational frequency in solid can
not be larger than some maximal frequency, which can be determined from the
condition that the total number of vibrations is equal to the total number of
vibrational degrees of freedom 3Nν:

3V

2π2u3

∫ ωD

0

dωω2 =
V ω3

D

2π2u3
= 3Nν (5.28)

Thus defined Debye frequency ωD is equal to4:

ωD = u

(
6π2Nν

V

)1/3

∼ u/a (5.29)

Accordingly, frequency distribution or phonon density of states in Debye model
is given by:

ρ(ω) =

{
9Nν ω

2

ω3
D

for ω ≤ ωD

0 for ω > ωD
(5.30)

where we have expressed u via ωD using (5.29).
Surely, since Debye work, there was an enormous progress of solid state

physics and nowadays the real phonon density of states is directly measured
e.g. by inelastic scattering of neutrons. However, at small frequencies it always
reduces to Debye (sound) dependence ∼ ω2, though at higher frequencies it may
become rather complicated (see e.g. Fig.5-1.). The limiting frequency always
exists, but Eq. (5.29) defines it only by the order of magnitude. However, in
most cases Debye model produces rather satisfactory description of specific heat
of real solids. Debye frequency is usually considered just as a fitting parameter,
characterizing the concrete solid, to be determined from experiments.

Replacing again summation in Eq. (5.12) by frequency integration we obtain
the free energy of a solid as:

F = Nε0 + T
9Nν

ω3
D

∫ ωD

0

dωω2 ln
(
1− e−

~ω
T

)
(5.31)

4The existence of such limiting frequency is crucial for phonon statistics and is the major
difference with statistics of photons. For photons there is no such maximal frequency –
electromagnetic field is the system with infinite number of degrees of freedom and in Minkowski
space - time no minimal length (similar to lattice constant a) exists (at least at the present
level of our knowledge).
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Figure 5.1: Phonon density of states in copper determined from neutron scatter-
ing experiments. Dashed line corresponds to Debye model which is fixed by the
demand of equality of areas under this line and experimental density of states.
Debye temperature θD = 340K.

Let us introduce now Debye temperature as:

θD = ~ωD (5.32)

Then:

F = Nε0 + 9NνT

(
T

θD

)3 ∫ θD/T

0

dzz2 ln
(
1− e−z

)
(5.33)

where we have introduced the dimensionless variable z = ~ω
T . Performing partial

integration and introducing Debye function:

D(x) =
3

x3

∫ x

0

dz
z3

ez − 1
(5.34)

we can write (5.33) as:

F = Nε0 +NνT

{
3 ln

(
1− e−

θD
T

)
−D

(
θD
T

)}
. (5.35)

Then energy E = F − T ∂F
∂T is given by:

E = Nε0 + 3NνTD

(
θD
T

)
(5.36)

and specific heat is:

C = 3Nν

{
D

(
θD
T

)
− θD

T
D′
(
θD
T

)}
(5.37)
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Figure 5.2: Temperature dependence of specific heat in Debye model.

In Fig.5-2 we show the dependence of C
3Nν on T

θD
.

For T ≪ θD we have θD
T ≫ 1, so we can replace the upper limit of integration

by infinity and the integral is equal to π4

15 and

D(x) ≈ π4

5x3
. (5.38)

Then, from Eq. (5.37) we get:

C ≈ 12Nνπ4

5

(
T

θD

)3

(5.39)

which coincides with (5.16).
For T ≫ θD we have x≪ 1 and in first approximation we can put D(x) ≈ 1,

so that Eq. (5.37) gives C = 3Nν, i.e. Dulong – Petit law.
Note that the actual form of Debye function D(x) shows that the border

between different temperature limit is defined by the comparison of T and θD/4
– specific heat is approximately constant for T ≫ θD/4 and it behaves as ∼ T 3

for T ≪ θD/4. In metals, for temperatures T ≪ θD/4 becomes also observable
the linear in T contribution to specific heat from free electrons given by Eq.
(4.70), which is rather small and is rapidly “masked” by lattice contribution at
higher temperatures. To separate electronic and lattice contributions to specific
heat it is convenient to plot experimental data for specific heat of metals at low
temperatures as dependence of the ratio C/T on T 2. In metal we have at low
temperatures C = γT + βT 3, so that C

T = γ + βT 2, and the value of C/T at
T → 0 actually determines the coefficient γ, which in fact gives us (according
to Eq. (4.70)) the value of electron density of states at the Fermi level5.

5Note that in amorphous (insulating) glasses a linear in T specific heat is also sometimes
observed due to the contribution of so called tunneling states (two - level systems). However,
we shall not discuss it here as this material is outside the scope of our presentation.
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Table 5.1: Debye temperatures for some real systems (K).
Pb Na KBr Ag NaCl Ga Cu Al Mo SiO2 Si LiF
105 158 180 225 280 320 340 430 450 470 645 732

In Table 5-1 we present the values of Debye temperatures, determined ex-
perimentally for a number of real solids. Excluding special cases like diamond
(where θD ∼ 2000K), Debye temperatures for majority of solids are of the order
of 102K.

5.4 Quantum Bose liquid.

In general case, interaction between atoms (molecules) in liquids is strong, and
calculations of thermodynamic characteristics becomes very complicated task
(as opposed to gases or solids, where interactions or atomic vibrations are small,
allowing analytical approach). However, theoretical analysis simplifies in case
of so called quantum liquids, which are close to the ground state at nearly zero
temperatures. In reality, there is only one such liquid, which does not crystallize
up to the absolute zero — that is liquid Helium. Most important quantum liquid
is also formed by conduction electrons in metals. There are some other more
exotic examples of quantum liquids, e.g. nuclear matter, neutron stars etc.
Many properties of these systems are quite unusual, including such spectacular
phenomena as superfluidity and superconductivity. Theory of quantum liquids
is of principal importance and is one of the major areas of modern theory of
many - particle systems.

We have seen that calculation of thermodynamic properties requires the
knowledge of energy spectrum (levels) of the body. In case of the system of
strongly interacting particles, such as a quantum liquid, we have to deal with
energy levels of a liquid as a whole, not of separate atoms forming a liquid. At
low temperatures, while calculating the partition function, it is sufficient to take
into account only lowest energy levels (excitations) just above the ground state,
which leads to great simplifications.

The basic idea of Landau is that lowest energy levels of a quantum liquid can
be reduced to some kind of elementary excitations or quasiparticles, with well
defined energy spectrum. In spatially homogeneous (translational invariant) liq-
uid these excitations can be characterized by momentum (or quasi-momentum
in a crystal ). Until the number of quasiparticles is low enough (at low tempera-
tures) we can neglect their interactions and assume that, in first approximation,
these excitations form an ideal gas6.

One of possible types of energy spectrum of weak excitations of a quantum
liquid is the Bose - like spectrum, when elementary excitations can appear and
disappear one by one. The angular momentum of any quantum system (in our
case quantum liquid) can change only by integers (in units of ~). Thus, elemen-

6Let us stress that the concept of quasiparticles is quite nontrivial. Its final justification
appeared only within the modern theory of many - particle systems, based on Green’s functions
and quantum field theory approach (see Chapter 11 below). Only within this approach we
can derive precise criteria of existence of quasiparticles in concrete systems. In some cases
(e.g. in so called strongly correlated systems) quasiparticle concept breaks down and much
more complicated description is required.
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tary excitations appearing one by one necessarily can possess only an integer
angular momentum (spin) and obey Bose statistics. The liquid, consisting of
Bose particles must have an energy spectrum of this kind. Typical example is
liquid He4 (while He3 forms Fermi liquid).

Major characteristic of quasiparticles is dispersion (spectrum), i.e. the de-
pendence of their energy on momentum. In Bose liquid elementary excitations
with small momenta p (large wavelengths ~/p) correspond to the usual sound
waves with dispersion:

ε(p) = up (5.40)

where u is the speed of sound. These excitations (quasiparticles) are called
phonons. The knowledge of the spectrum ε(p) at small p allows us to calculate
thermodynamic characteristics of a liquid at very small temperatures T , when
practically all elementary excitations are phonons. Appropriate expressions can
be written immediately using the results obtained above for thermodynamics
of a solid at low temperatures. The only difference is that instead of three
independent polarizations (two transverse and one longitudinal) in a solid, we
have only one (longitudinal) in a liquid, so that all expressions should be divided
by 3. For example, the free energy of a liquid from Eq. (5.13) we obtain:

F = F0 − V
π2T 4

90(~u)3
(5.41)

where F0 is free energy of a liquid at T = 0. The energy is given by:

E = E0 + V
π2T 4

30(~u)3
(5.42)

and specific heat:

C = V
2π2T 3

15(~u)3
∼ T 3 (5.43)

With the growth of quasiparticle momentum ε(p) dependence deviates from
simple linear and its behavior becomes dependent on interactions. At large
enough momenta ε(p) dependence ceases to exist, as elementary excitations
with large momenta are unstable towards decay into several excitations with
smaller momenta.

After a thorough studies of experimental data on liquid He4 Landau has
postulated the spectrum of elementary excitations for this system, as shown in
Fig.5-3. We can see characteristic minimum at p = p0 and close to it ε(p) can
be written as:

ε(p) = ∆+
(p− p0)

2

2µ̃
(5.44)

Quasiparticles from this part of the spectrum are usually called rotons7. Now
this form of the spectrum is well confirmed by direct experiments on inelas-
tic neutron scattering. Experimental values of constants for roton part of the
spectrum are:

∆ = 8.5K;
p0
~

= 1.9 108cm−1; µ̃ = 0.16mHe (5.45)

7This name is of purely historic origin. In early works Landau assumed the existence of
two separate types of quasiparticles in He4 – phonons and rotons, i.e. the existence of two
independent branches of the spectrum. Later it was discovered that there is single branch of
the spectrum with phonon and roton parts. Contrary to the initial opinion of Landau it was
also discovered that this form of the spectrum is directly related to Bose condensation in He4.



106 CHAPTER 5. CONDENSED MATTER

Figure 5.3: Spectrum of elementary excitations in liquid He4. Points represent
experimental data obtained from inelastic neutron scattering.

Note that p0 ∼ ~a−1, where a is an average interatomic distance in liquid.
As roton energy has a “gap” ∆, at low enough temperatures T < ∆ we

are dealing with dilute gas of rotons, which can be described by Boltzmann’s
statistics. Then, to calculate “roton” part of free energy of He4 we can use Eq.
(3.41). Substituting ε(p), which is independent of coordinates, we immediately
obtain:

F = −NT ln

[
eV

N

∫
d3p

(2π~)3
e−

ε(p)
T

]
(5.46)

The number of particles N in roton gas is not fixed and is determined from the
requirement of the minimum of F . From the condition of ∂F

∂N = µ = 0 we find
the number of rotons as:

Nr =
V

(2π~)3

∫
d3pe−

ε(p)
T (5.47)

where in the integrand we have just the Boltzmann’s distribution with µ = 0.
Substituting N = Nr from Eq. (5.47) into Eq. (5.46), we get:

Fr = −NrT ln e = −TNr = − V T

(2π~)3

∫
d3pe−

ε(p)
T (5.48)

Taking into account the explicit form of roton spectrum (5.44) in Eqs. (5.47)
and (5.48), due to p20 ≫ µ̃T we may take p2 ≈ p20 outside integral and perform
integration within infinite limits. Then we obtain:

Nr =
2(µ̃T )1/2p20V

(2π)3/2~3
e−

∆
T ; Fr = −TNr (5.49)

Accordingly, the contribution of rotons to the entropy and specific heat is:

Sr = Nr

(
3

2
+

∆

T

)
Cr = Nr

[
3

4
+

∆

T
+

(
∆

T

)2
]

(5.50)
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so that the temperature dependence is exponential and for T < ∆ these con-
tributions are small in comparison to phonon parts determined above. For
T > ∆ roton contributions to thermodynamic values may overcome those from
phonons, which actually takes place with the rise of temperature.

5.5 Superfluidity.

Liquid Helium at temperatures, below the so called λ-point Tλ = 2.18K, ac-
quires the remarkable property of superfluidity — the liquid flows through nar-
row tubes and channels without friction (viscosity). Superfluidity was discovered
by Kapitza in 1938, its theoretical interpretation was given few years later by
Landau.

Consider first the case of T = 0. Assume that the liquid flows in tube with
a constant velocity v. In the presence of viscosity friction of liquid and tube
walls, as well as within liquid itself, will induce different processes of dissipation
of kinetic energy of the flow, so that the flow slows down and finally stops.
It is convenient to consider liquid in coordinate system moving together with
the flow. In this system Helium is at rest in the ground state, while the tube
walls move with velocity (−v). In the presence of viscosity (friction) Helium
initially at rest should start to move. From microscopic point of view it is
clear that the appearance of this motion should start from some excitation of
internal motions within the liquid, i.e. from the appearance of some elementary
excitations (quasiparticles).

Consider the situation with the appearance of only one elementary excitation
with momentum p and energy ε(p). Then the energy of the liquid E0 becomes
equal to the energy of this excitation ε(p), while it momentum P0 becomes equal
to p. Let us return to the laboratory coordinate system in which the tube is at
rest. Using the well known Galilean transformations of classical mechanics [11]
we obtain for energy E and momentum P of the liquid in laboratory system:

P = P0 +Mv E = E0 +P0v +
Mv2

2
(5.51)

where M is the mass of moving liquid. Substituting now for E0 and P0 the
values ε(p) and p we have:

E = ε(p) + pv +
Mv2

2
(5.52)

The term 1
2Mv2 here represents the initial kinetic energy of liquid flow, while

ε(p) + pv is now the change of the liquid energy due to the appearance of a
single elementary excitation. This change should be negative to diminish the
flow energy:

ε(p) + pv < 0. (5.53)

For a given value of p the left hand side of Eq. (5.53) is minimal for antiparallel
p and v, thus in any case we should have ε(p)− pv < 0, so that:

v >
ε(p)

p
(5.54)

This inequality is to be satisfied at least for some values of the momentum
p of elementary excitation. Thus, to find the final condition of appearance
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of elementary excitations in a moving liquid we have to find the minimum of
ε(p)/p:

vc =Min
ε(p)

p
(5.55)

Geometrically the ratio ε(p)/p is determined by the slope of a straight line
drawn from the origin of coordinate system in (ε, p) – plane to some point of
the curve ε = ε(p). Its minimal value is determined by the point, where this
line is tangent to ε(p) curve. If this minimum is nonzero, then for velocities of
the liquid below vc, determined by Eq. (5.55), no elementary excitations can
appear, so that the flow will be dissipationless (no friction!). This is precisely
the case of superfluidity and Eq. (5.55) represents Landau’s criterion of super-
fluidity. The value of vc is called the critical velocity, its existence is confirmed
by experiments.

It is easy to see that Landau’s spectrum of elementary excitations for He4

satisfies the criterion of superfluidity. Similarly, this criterion is satisfied by the
energy spectrum with a “gap” at p = 0. At the same time, the free particle
spectrum ε(p) = p2/2m obviously does not satisfy this criterion. In essence, it
is necessary for the curve ε(p) not to be tangent to the abscissa at the origin.
Thus, superfluidity will appear for almost any spectrum with phonon – like
behavior in the long wavelength limit or gap at p = 0.

For finite temperatures T > 0 liquid is not in the ground state and there is a
number of elementary excitations present. Kinematic arguments given above are
still valid, and the motion of liquid through the tube with velocities satisfying
Landau’s criterion still does not produce additional excitations. However, we
have clarify the role of excitations already present due to finite temperatures.

Consider the gas of quasiparticles moving as a whole relative to the liquid
with velocity v. Distribution function for the gas moving as a whole is obtained
from the distribution function n(ε) at rest by the substitution ε→ ε−pv, where
p is the momentum of a quasiparticle8. Then the total momentum of the unit
volume of the gas is given by:

P =

∫
d3p

(2π~)3
pn(ε− pv) (5.56)

Let the velocity v be small, so that we can expand the integrand in powers
of pv = pv cos θ. The zero - order term disappears after the integration over
directions of the vector p (θ angle) and we can write:

P = −
∫

d3p

(2π~)3
p(pv)

dn(ε)

dε
. (5.57)

Integrating here again over the directions of the vector p we get:

P = −v
4π

3

1

(2π~)3

∫
dpp4

dn(ε)

dε
. (5.58)

8Consider gas of excitations with respect to the liquid with velocity v. In coordinate system
where the gas is at rest the liquid moves with velocity −v. Then the energy E of liquid in
this coordinates is connected with energy E0 in coordinate system, where liquid is at rest, by:

E = E0 −P0v+ Mv2

2
. Consider an excitation with energy ε(p), appearing in the rest system

of the liquid. Then the additional energy in the rest system of the gas will be given by ε−pv,
which proves our statement.
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Substituting here the spectrum of phonons ε = up and integrating by parts we
have:

P = −v
1

(2π~)3
4π

3u

∫ ∞

0

dpp4
dn(p)

dp
= v

16π

3u

1

(2π~)3

∫ ∞

0

dpp3n(p). (5.59)

Here the integral

1

(2π~)3

∫ ∞

0

dp4πp2upn(p) =

∫
d3p

(2π~)3
εn(ε) (5.60)

reduces to the energy Eph of the unit volume of phonon gas, so that:

P = v
4Eph
3u2

(5.61)

Coefficient before v here defines the mass density of the liquid transported by
the flow of quasiparticle gas. Nothing can prevent these moving quasiparticles
to be scattered by the walls of the tube and exchange momenta as in the usual
gas flow. It is clear that this part of the liquid mass will behave as a normal
liquid moving with friction. However, this is not the whole mass of the liquid,
the rest behaves as a superfluid! In fact, after we substitute into Eq. (5.61) the
expression (5.42) for the energy of phonon gas, we obtain for the phonon part
of normal density ρn:

(ρn)ph =
2π2T 4

45~3u5
, (5.62)

which goes to zero for T → 0, when the whole mass of the liquid becomes su-
perfluid. Now we can say that the total density ρ of He4 at T > 0 consists of
normal and superfluid parts (components): ρ = ρn+ρs, though certainly it does
not mean that there is any kind of real separation of the liquid into two com-
ponents. It is important to note that there is no momentum transfer (friction!)
between these two parts of the liquid: we have obtained this physical picture at
the state of statistical equilibrium in a gas moving with fixed velocity. But any
motion in the state of thermodynamic equilibrium is in fact dissipationless.

Above we determined the phonon contribution to ρn, to find the roton part
we note that rotons can be described by Boltzmann statistics, so that ∂n

∂ε = − n
T

and from Eq. (5.58) we get:

(ρn)r =
4π

3T (2π~)3

∫
dpp4n(p) =

1

3T

∫
d3p

(2π~)3
p2n(p) ≈

≈ p20
3T

Nr
V

=
2µ̃1/2p40

3(2π)3/2T 1/2~3
e−

∆
T (5.63)

where p0 is the momentum corresponding to roton minimum. If we take into
account the experimental values of parameters, determining the spectrum of
excitations in He4, it turns out that the roton contribution to ρn matches the
phonon part at T ∼ 0.6K and overcomes it at higher temperatures.

As temperature T grows more and more of the liquid becomes normal and
ρn → ρ (where ρ is the total density of He4) for T → Tλ from below. Superfluid
density ρs → 0 for T → Tλ and ρs = 0 for T > Tλ. The value of ρn close to
λ-point can not be calculated precisely, but the approximate estimate of Tλ can
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be obtained from the condition of (ρn)r ≈ ρ. Using here Eq. (5.63) we can
obtain Tλ ≈ 2.8K in relatively good agreement with experiments.

Superfluid transition in He4 is a typical second order phase transition. Such
transition is always connected with the appearance (or disappearance) of some
qualitative property (long-range order!). In case of λ-transition in He4 this
is the appearance (disappearance) of superfluid component of the liquid. From
microscopic point we can speak about certain properties of single-particle density
matrix of our system:

ρ(r, r′) =

∫
dqΨ⋆(r, q)Ψ(r′, q) (5.64)

where Ψ(r, q) is the wave function of the system as a whole, where r are coordi-
nates of a single particle, while q is the set of all coordinates of other particles,
which are integrated out. For isotropic medium (liquid) this density matrix
depends only on |r− r′|. In normal (non superfluid) state ρ(r, r′) → 0 for
|r− r′| → ∞. This is not so in superfluid phase.

Consider the Fourier components of the density matrix:∫
d3(r− r′)eik(r−r′)ρ(r, r′), (5.65)

which, up to a constant, coincide with:∫
dq

∣∣∣∣∫ dV eikrΨ(r, q)

∣∣∣∣2 (5.66)

i.e. determine the probability distribution of different values of momentum of a
particle p = ~k. If ρ(r, r′) → 0 for |r− r′| → ∞, probability density in p-space
for p → 0 remains finite. However, if ρ(r, r′) tends to a finite value ρ∞ > 0
at infinity9, the integral in (5.65) is equal to (2π)3δ(k)ρ∞. This corresponds
to a finite probability for a particle to have the zero momentum. Thus, in
the superfluid state (opposite to the case of normal liquid) the finite number
(fraction) of particles possess the zero momentum. This clearly relates the
superfluidity to Bose condensation. Let us stress that this set of particles should
not be identified with superfluid component of the liquid, discussed above. This
is obviously will be wrong, as at T = 0 all mass of the liquid is superfluid,
though not all particles of the interacting system possess the zero momentum
(cf. below the case of weakly interacting Bose gas).

5.6 Phonons in Bose liquid∗.

Let us consider in more details the origin of the spectrum of elementary excita-
tions of liquid He4, shown in Fig. 5-3. Energy of the liquid can be written as a
functional of its (mass) density and hydrodynamic velocity:

E[ρ(r),v(r)] =
1

2

∫
drρ(r)v2(r) + E(1)[ρ(r)] (5.67)

where E(1) is the part of energy independent of velocity. Consider small oscil-
lations of density:

ρ(r) = ρ+ δρ(r) (5.68)

9This is called off-diagonal long-range order (ODLRO).
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where ρ is liquid density at equilibrium, while δρ(r) and v(r) are small devia-
tions, describing oscillations. By definition:

ρ =
1

V

∫
drρ(r)

∫
drδρ(r) = 0 (5.69)

Limiting ourselves to terms of the second order in δρ and v we can replace ρ(r)
in the first term in Eq. (5.67) by its average value ρ. With the same accuracy
E(1) is written as:

E(1)[ρ(r)] = E(1)(ρ) +

∫
drψ(r)δρ(r) +

1

2

∫
dr

∫
dr′φ(r, r′)δρ(r)δρ(r′) (5.70)

Functions ψ(r) and φ(r, r′) are determined only by properties of unperturbed
liquid, which is homogeneous and isotropic, so that ψ(r) = ψ = const, while
φ(r, r′) depends only on distance |r− r′|: φ(r, r′) = φ(|r− r′|). Then the first
order term in the expansion of E(1) given by Eq. (5.70) is proportional to∫
dV δρ(r) = 0, and finally we obtain:

E(1)[ρ(r)] = E(1)(ρ) +
1

2

∫
dr

∫
dr′φ(|r− r′|)δρ(r)δρ(r′) (5.71)

Velocity v is related to density oscillations by continuity equation:

ρ̇+ div(ρv) = 0, (5.72)

which can be written up to first order terms in δρ and v as:

δ̇ρ+ ρdivv = 0. (5.73)

Performing Fourier transformation:

δρ(r) =
1

V

∑
p

ρpe
ipr v(r) =

1

V

∑
p

vpe
ipr (5.74)

φ(r) =
1

V

∑
p

φpe
ipr (5.75)

and taking into account the longitudinal nature of liquid oscillations, so that
velocity vp in a wave with wave vector p is directed along p, we can write:

vp = app (5.76)

Substituting these expressions into continuity equation we immediately obtain:

vp = iρ̇p
1

ρ

p

p2
(5.77)

so that Eq. (5.71) is rewritten as:

E = E(1)(ρ) +
1

V

∑
p

(
|ρ̇p|
2ρp2

+
1

2
φp|ρ2p|

)
. (5.78)

The first term in Eq. (5.78) represents an energy of unperturbed liquid, the
second one reduces to the sum of terms, each having the form of harmonic
oscillator energy with frequency ωp:

ω2
p = ρp2φp (5.79)
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where we have taken into account that in isotropic liquid φp = φp, i.e. depends
only on the absolute value of |p|. In quantum case the energy of such oscillator
is10:

ε(p) = ωp

(
n+

1

2

)
n = 0, 1, 2... (5.80)

Thus, the spectrum of our system (liquid) is in fact determined by the spectrum
of these oscillators, i.e. by relations (5.79) and (5.80).

To obtain the final solution we have to express φp via characteristics of
liquid. In quantum case the ground state energy does not coincide with E(1)(ρ)
(as in classics), we have take into account the zero point oscillator energy ωp/2.
Then the ground state energy of quantum Bose liquid becomes equal to:

E0 = E(1)(ρ) +
∑
p

1

2
ωp (5.81)

or, with the account of Eq. (5.78):

V
ωp
2

=
1

2ρp2
< |ρ̇2p| > +

1

2
φp < |ρp|2 >= φp < |ρp|2 > (5.82)

where the angular brackets denote the averaging over the ground state, and
we used the well known result that for quantum oscillator the average (over
the ground state) kinetic energy equals the average potential energy. Then,
expressing in Eq. (5.79) φp via (5.82), we obtain:

ε(p) = ωp = V ρ
p2

2 < |ρp|2 >
(5.83)

or

ε(p) =
p2

2mS(p)
(5.84)

where we have introduced:

S(p) =
< |ρp|2 >
Vmρ

(5.85)

– the so called structure factor of the liquid, which is determined by the Fourier
transformation of density – density correlation function:

S(r− r′) =
1

n
< [n(r)− n][n(r′)− n] > (5.86)

where n(r) = ρ(r)/m is (volume) density of particles at point r, while n is the
average density of particles in liquid.

Eq. (5.84) was first derived by Feynman, derivation given above belongs to
Pitaevskii. This formula expresses excitation spectrum vis structure factor of the
liquid. The value of S(p) in general case can not be derived analytically, but in
real liquids it is directly measured in neutron and X-ray scattering experiments.

For small momenta excitation spectrum of liquid He4 is linear over momen-
tum: ε(p) ≈ up, accordingly we have S(p) ≈ p/2mu. For very large momenta

10Here we use for brevity the system of units, often used by theorists, where ~ = 1 and do
not discern momentum and wave vector.
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much exceeding the inverse interatomic distance, p ≫ a−1, we have S(p) = 1,
which corresponds to S(r) = δ(r) at small distances. In intermediate region
p ∼ a−1 structure factor S(p) is determined from experiments and for majority
of liquids (not only forHe4) it demonstrates characteristic maximum at p ∼ a−1

(see Fig.5-4). The presence of this maximum is in fact related to the conserva-

Figure 5.4: Characteristic form of the structure factor of liquid He4.

tion of rather strong correlations between atom positions in liquid (short range
order).

From Feynman’s expression (5.84) becomes clear that for large momenta
p ≫ a−1 excitation spectrum reduces to the spectrum of free particles: ε(p) =
p2/2m. In intermediate region of p ∼ a−1 the presence of the maximum in S(p)
leads to the appearance of roton minimum.

Strictly speaking, this “hydrodynamic” derivation of Feynman’s formula is
valid only for momenta p < 1/a, i.e. when the liquid may be considered as
a continuous medium. However, this expression also gives the correct answer
for p ≫ 1/a, i.e. in the free particle limit. It can be considered as a good
interpolation also for the region of p ∼ 1/a, giving a qualitative explanation of
Landau spectrum of He4.

Note, that the spectrum of density oscillation in usual (classical) liquids has
qualitatively similar form, but with rather strong damping of oscillations in the
region of wave vectors p ∼ 1/a. The existence of “roton” minimum in classical
liquids is also directly related to the maximum of structure factor.

5.7 Degenerate interacting Bose gas.

Let us consider now the system of interacting Bosons from microscopic point
of view. We shall limit ourselves to the analysis of weakly interacting Bose
gas, which can be described using rather rigorous approach first proposed by
Bogolyubov.
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Consider the simple model of Bose gas with point-like repulsion between
particles and limit ourselves to the case of T = 0. Hamiltonian of the system in
second quantization representation can be written as:

H =
∑
p

p2

2m
a+p ap +

v0
2V

∑
p1+p2=p′

1+p′
2

a+p′
1
a+p′

2
ap2ap1 (5.87)

where v0 > 0 is the coupling constant of repulsive interaction, creation and
annihilation operators of Bosons satisfy commutation relations:

apa
+
p′ − a+p′ap = δpp′ (5.88)

apap′ − ap′ap = 0 a+p a
+
p′ − a+p′a

+
p = 0

In the ground state of an ideal Bose gas all particles are in Bose condensate, i.e.
in the state with zero momentum and energy. In terms of occupation numbers
Np=0 = N0 = N , where N is the total number of particles in gas. Accordingly
Np ̸=0 = 0. In weakly interacting Bose gas in the ground state and also in
weakly excited states Np ̸=0 ̸= 0, but these occupation numbers are very small
compared with macroscopic value of N0. The fact that a+0 a0 = N0 ≈ N ≫ 1
means that the expression for commutator of creation and annihilation operators
of condensate particles a0a

+
0 −a+0 a0 = 1 is small in comparison with a0 and a+0 ,

so that we can neglect unity in the right hand side and consider these operators
as the usual c-numbers11:

a0 = a+0 =
√
N0 (5.89)

Then we can accurately separate in Hamiltonian (5.87) all terms, containing
condensate operators and replace them by (5.89). After that we can build a kind
of perturbation theory in powers of “small” operators ap, a

+
p with p ̸= 0. The

main contribution comes from scattering processes (interactions) of condensate
particles and particles excited from the condensate (i.e. transitions of particles
to and from condensate), while scattering processes between particles excited
“above” condensate can be just neglected (in first approximation).

The zero order term in interaction Hamiltonian contains:

v0
2V

a+0 a
+
0 a0a0 =

v0
2V

a40 =
v0
2V

N2
0 (5.90)

The terms of first order in ap, a
+
p with p ̸= 0 are absent as these can not satisfy

the momentum conservation, shown explicitly in Eq. (5.87). The second order
terms have the form:

v0
2V

a20
∑
p>0

(apa−p + a+p a
+
−p + 2a+p ap + 2a+−pa−p) (5.91)

11More rigorously it is equivalent to an assumption that in the ground state the average
values of these operators < a0 > and < a+0 > are nonzero and equal to

√
N0e±iϕ (where ϕ is an

arbitrary phase of a complex number, which can be assumed here to be just a zero), i.e. there
is a finite amplitude of creation and annihilation of particles in condensate. Then the number
of particles in condensate is not conserved, in this sense the ground state of interacting Bose
gas breaks the particle conservation law. Thus, the symmetry of the ground state is lower
than the symmetry of the Hamiltonian (5.87), which conserves the particle number. This
is the first time when we meet the phenomenon of spontaneous symmetry breaking and the
appearance of anomalous averages, breaking the symmetry of Hamiltonian.
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Limiting ourselves to second order terms we can replace here a20 = N0 by the
total particle number N . However, in term (5.90) we have to take into account
more accurate relation:

a20 +
∑
p>0

a+p ap = N (5.92)

and express N0 via N and
∑

p a
+
p ap. After explicit calculations, combining

(5.90) and (5.91), we obtain:

N2

2V
v0 +

N

V
v0
∑
p>0

(apa−p + a+p a
+
−p + a+p ap + a+−pa−p) (5.93)

Thus we can rewrite Hamiltonian (5.87) with given accuracy as:

H =
N2

2V
v0 +

∑
p>0

(
N

V
v0 +

p2

2m

)
(a+p ap + a+−pa−p) +

+
N

V
v0
∑
p>0

(apa−p + a+p a
+
−p) (5.94)

This Hamiltonian is quadratic in operators ap and a+p and can be diagonalized
by so called u − v - transformation, first introduced by Bogolyubov. Let us
transform to new creation and annihilation operators of Bosons α+

p and αp,
related to a+p and ap by linear transformation:

ap = upαp + vpα
+
p

a+p = upα
+
p + vpαp (5.95)

New operators should satisfy the usual Bose commutation relations like (5.89),
it is guaranteed if coefficients up and vp satisfy the condition:

u2p − v2p = 1. (5.96)

Substituting a+p and ap in the form of (5.95) into Hamiltonian (5.94) we obtain:

H =
∑
p>0

{(
p2

2m
+
Nv0
V

)
(u2p + v2p) + 2

Nv0
V

upvp

}
(α+

pαp + α+
−pα−p) +

+
∑
p>0

{(
p2

2m
+
Nv0
V

)
2upvp +

Nv0
V

(u2p + v2p)

}
(α+

pα
+
−p + αpα−p) +

+
∑
p>0

{
2

(
p2

2m
+
Nv0
V

)
v2p + 2

Nv0
V

upvp

}
+
N2v0
2V

(5.97)

To diagonalize this Hamiltonian we have to exclude terms like α+
pα

+
−p and

αpα−p, which can be achieved by the requirement:(
p2

2m
+
Nv0
V

)
2upvp +

Nv0
V

(u2p + v2p) = 0 (5.98)

which gives the second relation fixing the coefficients up and vp. Solving equa-
tions (5.96) and (5.98) we get:

up =
1√

1−A2
p

vp =
Ap√
1−A2

p

(5.99)
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where

Ap =
V

Nv0

{
ε(p)− p2

2m
− Nv0

V

}
(5.100)

ε(p) =

√
N

V

p2v0
m

+
p4

4m2
(5.101)

Substituting these coefficients to (5.97) we obtain diagonalized Hamiltonian,
having the form of the Hamiltonian of new noninteracting quasiparticles, corre-
sponding to operators α+

p and αp:

H = E0 +
∑
p ̸=0

ε(p)α+
pαp (5.102)

where the spectrum of these new quasiparticles ε(p) (5.101) is radically different
from the spectrum of free Bosons due to interaction effects. The ground state
energy is given by:

E0 =
N2

2V
v0 +

1

2

∑
p ̸=0

[
ε(p)− p2

2m
− N

V
v0

]
(5.103)

At small momenta the quasiparticle energy (5.101) can be written as:

ε(p) =

√
v0
mV0

p ≡ up (5.104)

where V0 = V/N is volume per particle, while u, which is completely determined
by interactions, represents the speed of Bogolyubov’s sound. At large momenta

(5.101) reduces to ε(p) ≈ p2

2m + v0
V0
, i.e. to the spectrum of free particles.

Thus, at small momenta interactions between Bosons leads to complete
transformation of the spectrum of elementary excitations, which becomes simi-
lar to that postulated by Landau, and satisfies the criterion for superfluidity, so
that:

vc =

(
ε(p)

p

)
p→0

=

√
v0
mV0

> 0 (5.105)

defines the appropriate critical velocity, coinciding in this model with the speed
of (Bogolyubov) sound.

From this analysis it becomes clear that the phenomenon of Bose condensa-
tion is crucial for the appearance of superfluidity.

5.8 Fermi liquids.

Liquid of interacting particles with half-integer spin (Fermi liquid) is character-
ized by the spectrum of elementary excitations and other properties, which are
radically different from those of Bose liquid. An example of real Fermi liquid is
He3. Probably most common case is the liquid of conduction electrons in met-
als. More exotic examples are nucleons in atomic nuclei, neutron stars matter
etc. We shall see below that the energy spectrum of elementary excitations in
Fermi liquid is somehow similar to that of an ideal Fermi gas, while the role
of interactions reduces to relatively minor “renormalization” of experimental
observables.
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Phenomenological theory of Fermi liquids was proposed by Landau. The
starting point of this theory is the statement that classification of energy lev-
els in Fermi system remains the same after adiabatic “switching” of interaction
between particles, as we go from Fermi gas to normal Fermi liquid. Elementary
excitations (quasiparticles) in Fermi liquid are in one to one correspondence
with free particle excitations of an ideal Fermi gas. Thus, free particles of the
gas are replaced by some effective quasiparticles of the liquid, moving in self-
consistent field created by interactions. Criteria for these quasiparticles to have
well defined momentum will be discussed shortly below. Let np be momen-
tum distribution function of quasiparticles in Fermi liquid. The ground state
contains no quasiparticle excitations and corresponds to distribution function of
quasiparticles with all states below Fermi momentum (i.e. for p < pF ) occupied.
This is equivalent to an assumption of existence of well defined Fermi surface
(sphere) in momentum space. The value of pF is related to particle density
of the liquid (the number of particles in unit volume) by the same expression
(4.43), as in Fermi gas12:

pF = (3π2)1/3
(
N

V

)1/3

~. (5.106)

It must be stressed that the total energy of a liquid E does not reduce to the
sum of quasiparticle energies: E is represented by a functional13 of distribution
function of some general form, which does not reduce to

∫
dτnpεp, as in an ideal

gas. At T = 0 this functional defines the ground state energy of Fermi liquid E.
We can normalize distribution function as:∫

dτnp =
N

V
(5.109)

where N is the number of particles in liquid, dτ = d3p/(2π~)3. The change of
E under a small variation of distribution function can be written as:

δE

V
=

∫
dτεpδnp, (5.110)

εp =
δE

δnp
(5.111)

The value of εp is given by functional (variational) derivative of E by distribution
function and corresponds the change of ground state energy of the system due

12This is directly related to our assumption about classification of levels in Fermi liquid
and Pauli principle. In fact this result can be proved within modern quantum-field theoretic
(microscopic) approach to Fermi liquid, where it is known as Luttinger theorem.

13The usual function defines some mapping of one set of numbers into another set of num-
bers. The functional defines mapping of a set functions into a set of numbers. Typical example

of a functional is definite integral: F [f(x)] =
∫ b
a dxf(x). Note that function of function is

again some function, not a functional. Functional (variational) differentiation used below is
formally defined as follows:

δF [f(x)]

δf(y)
= lim

ε→0

F [f(x) + εδ(x− y)]− F [f(x)]

ε
. (5.107)

For example, for F [f(x)] in the form of definite integral:

δF [f(x)]

δf(y)
= lim

ε→0

1

ε

[∫
dx[f(x) + εδ(x− y)]−

∫
dxf(x)

]
=

∫
dxδ(x− y) = 1 (5.108)
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to and addition of a single quasiparticle with momentum p. This energy of a
quasiparticle is itself the functional of distribution function, i.e. the form of εp
is determined by distribution of all other quasiparticles in Fermi liquid.

Distribution function of quasiparticles (at equilibrium) has the form of the
usual Fermi distribution. This is due to the same classification of energy levels
in the liquid as in ideal Fermi gas — the entropy of liquid is determined by the
same combinatorial expression of Eq. (4.15), which for the liquid can be written
as:

S = −
∫
dτ [np lnnp + (1− np) ln(1− np)] (5.112)

Looking for the maximum (extremum) of this expression with additional condi-
tions of fixed total number of particles and total energy (similarly to our analysis
for ideal gas) we obtain at finite T :

np =
1

e
εp−µ

T + 1
(5.113)

However, it should be stressed that εp here is some functional of np, so that Eq.
(5.113) gives in fact some complicated implicit definition of np. In fact it can
not be found in explicit form14.

Let us discuss explicitly the spin of quasiparticles σ⃗. In homogeneous and
isotropic liquid the scalar ε can depend only on scalar arguments, so that σ⃗ can
enter the quasiparticle energy (in the absence of external magnetic field!) only
as σ̂2 or (σ⃗p)2 (first order term like σ⃗p is not allowed, as it is pseudoscalar due
to the axial vector nature of spin). For spin s = 1/2 we have:

σ⃗2 =
3

4
(σ⃗p)2 =

1

4
p2 (5.114)

so that σ drops completely and quasiparticle energy does not depend on spin.
Accordingly. all energy levels are twice degenerate and we have to write every-

where dτ = 2 d3p
(2π~)3 .

We have attributed each quasiparticle a well defined momentum. Necessary
requirement is that any indeterminacy of this momentum is to be small com-
pared to the value of momentum itself and also in comparison to the size of
the “smearing” region of distribution function in momentum space (which is
defined by small excitation energies or temperatures). Pauli principle restricts
possible scatterings of quasiparticles precisely to this region, and after the scat-
tering quasiparticles should arrive also to free (empty) states from this same
region. Thus, the probability of quasiparticle scattering is to be proportional
to the square of the width ∆p of the “smearing” region. This obviously leads
to scattering induced indeterminacy of quasiparticle momentum of the order of
∆p2. Now it is clear that for small enough ∆p indeterminacy of momentum will
be small not only in comparison to momentum p ∼ pF itself, but also compared
to ∆p, if we consider it to be small enough. Thus, the quasiparticles in Fermi
liquid are well defined only close enough to the Fermi surface and quasiparticle

14Within the microscopic approach to Fermi liquid it was shown by Migdal that distribution
function of particles (not quasiparticles!) at T = 0 contains a finite discontinuity at εp = µ,
proving the existence of Fermi surface in the case of interacting Fermions. The size of this
discontinuity in Fermi liquid < 1, which differs liquid from an ideal gas, where it is equal to
1 (see more detailed discussion below in Chapter 11).
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energy εp is also well defined only in this narrow region of energies (or tempera-
tures!). Expanding quasiparticle energy in Taylor series in powers of p− pF we
obtain:

ξp = εp − µ ≈ vF (|p| − pF ) µ = εF (5.115)

where vF =
∂εp
∂p |p=pF is Fermi velocity.

We have already noted above that during quasiparticle creation or annihila-
tion the angular momentum of any quantum system can only change by integer.
If we are dealing with Fermions of spin s = 1/2 this means that quasiparticles
can be created (annihilated) in pairs. In Fermi liquid the creation of a quasi-
particle with energy given by Eq. (5.115) above the ground state takes place
via its excitation from the completely filled Fermi sphere to some state above
the Fermi surface, with simultaneous creation of a “hole” (of the same energy)
below the Fermi surface. Elementary excitation in Fermi liquid is just this
process of quasiparticle – quasihole pair creation. This is quite similar to the
case of an ideal Fermi gas, bit the major difference is that such excitations are
well defined only close enough to Fermi surface, where scattering (interaction)
processes between quasiparticles are strongly suppressed due to Pauli principle
limitations.

In an ideal Fermi gas we have εp = p2/2m and vF = pF /m. By analogy, in
Fermi liquid we may introduce the value of

m∗ =
pF
vF

(5.116)

which is called an effective mas of a quasiparticle15. Then the specific heat
of Fermi liquid is given by the usual “gas-like” expression (4.70), with simple
replacement m→ m∗:

C =
π2

3
νFT νF =

m∗pF
π2~3

(5.117)

To analyze systems with variable number of particles it is convenient to use
thermodynamic potential Ω = F − µN . At T = 0 obviously we have F = E, so
that Ω = E − µN . Consider an “excited” state of the system described by the
difference:

Ω− Ω0 = E − E0 − µ(N −N0) (5.118)

where index 0 denotes the ground state. We can write:

N −N0 =
∑
p

δnp =

∫
dτδnp (5.119)

According to Eq. (5.111):

E[np] = E0 +
∑
p

εpδnp +O(δn2
p) (5.120)

so that:
Ω− Ω0 =

∑
p

(εp − µ)δnp +O(δn2
p) (5.121)

15For example, in liquid He3 it is known from experiments that m∗ ≈ 2.4mHe3 , pF /~ ≈
0.8 108cm−1. The region where quasiparticles (i.e. the concept of Fermi liquid itself) are well
defined for He3 is limited to temperatures T < 0.5K.
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We consider only small variations δnp close to the Fermi surface, i.e. in a
narrow energy layer ∼ δ around it, so that εp − µ ∼ δ. But δnp ∼ δ itself, so
that Ω−Ω0 ∼ δ2, and in an expansion of Eq. (5.121) we have to keep all terms
of the order of ∼ δ2. Then we can write:

Ω− Ω0 =
∑
p

(εp − µ)δnp +
1

2

∑
pp′

f(p,p′)δnpδnp′ +O(δ3p) (5.122)

where we have introduced:

f(p,p′) =
δ2E

δnpδnp′
(5.123)

– the so called Landau function, describing the interaction between quasipar-
ticles. In fact, from definitions of Eqs. (5.111) and (5.122) we can see that
variation δnp leads to a change of quasiparticle energy:

δεp =

∫
dτ ′f(p,p′)δnp′ (5.124)

which is completely determined by Landau function. Here is the main difference
of Fermi liquid theory from the model of an ideal fermi gas.

Let us assume that f(p,p′) is a continuous function for p and p′ close to
pF . In practice it is sufficient to know f(p,p′) only on the Fermi surface itself,
i.e. for |p| = |p′| = pF . Then f(p,p′) depends only on the mutual orientation
of vectors p and p′ (angle in between) and on spins σ,σ′. It is convenient to
write f(p,p′) separating explicitly independent parts, corresponding to parallel
or antiparallel orientations of spins of quasiparticles:

f↑↑(p,p
′) = fs(p,p′) + fa(p,p′) (5.125)

f↑↓(p,p
′) = fs(p,p′)− fa(p,p′) (5.126)

(5.127)

We can say that antisymmetric part fa(p,p′) is due to some exchange interac-
tion 2fa(p,p′), which appears only when spins are parallel. Another represen-
tation of Landau function is also widely used in the literature:

fσ,σ′(p,p′) = φ(p,p′) + (σ̂σ̂′)ψ(p,p′) (5.128)

where σ̂ and σ̂′ are spin matrices of two fermions.
Thus, in isotropic Fermi liquid functions fa(p,p′) and fs(p,p′) depend only

on the angle θ between p and p′. Then these functions can be represented as
expansions over Lagrange poloynomials:

fs(a)(p,p′) =
∞∑
l=0

Pl(cos θ)f
s(a)
l (5.129)

so that both functions f(p,p′) are completely determined by the sets of coef-
ficients fsl and fal , which are called Fermi liquid constants. It is convenient to

introduce dimensionless constants F
s,(a)
l via:

νF f
s,(a)
l =

m∗pF
π2~3

f
s,(a)
l ≡ F

s,(a)
l (5.130)
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The value of these constants determine renormalization of a number of physical
characteristics of Fermi liquid and at least some of them can be determined from
experiments. In most cases only few constants are important. In particular, the
following relation between the “bare” mass of the particle and effective mass of
the quasiparticle can be derived using Galilean invariance [2, 21]:

1

m
=

1

m∗ +
pF

(2π~)3
4π

∫
d cos θ cos θf(p,p′) (5.131)

Using (5.129), (5.130) and properties of Lagrange polynomials we can get:

m∗

m
= 1 +

F s1
3

(5.132)

From here it is obvious that F s1 > −3. Similarly, taking into account inter-
action with external magnetic field (see also below), we can derive the spin
(paramagnetic) susceptibility of Fermi liquid as [2, 21]:

χp = µ2
B

m∗pF
π2~3

1

1 + F a0
(5.133)

which differs from similar Fermi gas expression (4.79) by the replacement m→
m∗ and Fermi liquid renormalization 1 + F a0 .

5.9 Electron liquid in metals∗.

In our previous discussion we implicitly assumed that Fermi liquid consists of
neutral particles (e.g. like He3), so that interaction is short range. For Fermi
liquid of electrons in metals long range Coulomb interaction becomes important.
In case of long range interactions the basic Fermi liquid theory relation (5.124)
becomes, strictly speaking, invalid. However, certain generalization of the stan-
dard Fermi liquid approach for the case of charged Fermi liquids, proposed by
Silin, correctly takes into account Coulomb interaction and reduces the theory
to the form quite similar to that of neutral Fermi liquid theory.

Note, first of all, that for the general case of local in time relation we can
write the generalization of Eq. (5.124) in the following form:

δε(p, r) = Spσ′

∫
dr′
∫

d3p′

(2π~)3
F (p,p′; r, r′)δn(p′, r′) (5.134)

where we have introduced an explicit dependence on coordinates, necessary for
the analysis of spatially inhomogeneous perturbations and taken Sp over spin16.
Function F (p,p′; r, r′) here represents the second variational derivative of the
ground state energy of Fermi liquid and also depends no only on momenta p,
p′ and spins, but also on coordinates r and r′. In simplest case (self-consistent
field in Hartree approximation), neglecting the exchange effects, for particles
interacting via potential U(|r− r′|), we have:

FH(p,p′; r, r′) = U(|r− r′|). (5.135)

16Distribution function of quasiparticles here is understood to be in Wigner representation,
to account for coordinate dependence.
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This expression neglects the so called correlation effects, while the difference
F − FH by definition is determined by these effects, including the most impor-
tant effects of exchange correlations. It is important to note that characteristic
distances for correlation effects are of the order of electron wavelength at the
Fermi level, i.e. of the order of average distance between particles (electrons)
(N/V )−1/3 ∼ 10−8cm (in metals). Thus, for the most interesting case, when the
characteristic scale of a change of distribution of quasiparticles is significantly
larger than the correlation range, we may assume:

F (p,p′; r, r′)− FH(p,p′; r, r′) ≈ δ(r− r′)f(p,p′) (5.136)

Then Eq. (5.134) can be rewritten as:

δε(p, r) = Spσ′

∫
dr′
∫

d3p′

(2π~)3
U(|r− r′|)δn(p′, r′)+Spσ′

∫
d3p′

(2π~)3
f(p,p′)δn(p′, r)

(5.137)
For electrons in metals U(r) = e2/r. In equilibrium, when distribution of par-
ticles does not depend on coordinates, spatially nonlocal coupling in the first
term of (5.137) is irrelevant and the properties of the system of charged particles
are, in some sense, similar to those considered above for neutral Fermi liquid.
Note, however, that the first term in (5.137), taken literally, diverges in the case
of spatially homogeneous distributions. This divergence is actually fictitious,
as we have to take into account the existence in a metal of the homogeneous
background of positive ions, guaranteeing the total electrical neutrality of the
system. For spatially inhomogeneous distributions this term can be considered
as a manifestation of self-consistent scalar potential φ(r):

eφ(r) = Spσ′

∫
dr′
∫

d3p′

(2π~)3
e2

|r− r′|
δn(p′, r′). (5.138)

This potential can be determined by the solution of Poisson equation:

∇2φ(r) = −4πeSpσ′

∫
d3p′

(2π~)3
δn(p′, r) (5.139)

which is an integral part of Landau – Silin theory of charged Fermi liquids.
Let us now take into account the interaction with an external magnetic field

B. Then Eq. (5.137) for the charged Fermi liquid is rewritten as:

δε(p, r) = −µBσ⃗B+ eφ(r) + Spσ′

∫
d3p′

(2π~)3
f(p,p′)δn(p, r) (5.140)

It is important that both δε and φ are determined now by the system of coupled
equations (5.139) and (5.140) in a self-consistent way. In particular, it leads to
the phenomenon of screening of long range Coulomb forces in quantum system
(metallic Fermi liquid), which will be discussed later in Chapter 11.

Neglecting relativistic effects like spin – orbital coupling, we can again write
down interaction function f(p,p′) as in (5.127) or (5.128). Then again we can
introduce Fermi liquid constants (5.129) and (5.130), which are to be determined
from experiments. Finally, for the charged Fermi liquid we can also obtain ex-
pressions for specific heat (5.117), effective mass (5.132) and spin susceptibility
(5.133), which are just the same as for the neutral Fermi liquid [21]. Obvi-
ously, the values of Fermi liquid constants in different metals are different and
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also different from those in liquid He3, being the characteristics of quasiparticle
interactions in a given system (metal). Beside that, in real metals electronic
Fermi liquid may be anisotropic, with non spherical Fermi surface, due to the
effects of the given crystal lattice. This requires the appropriate generalizations
of isotropic model considered here.
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Chapter 6

SUPERCONDUCTIVITY

6.1 Cooper instability.

Up to now we have analyzed the so called normal Fermi liquid with repulsive
interaction between particles. However, as we shall see shortly, the ground state
of Fermi liquid becomes unstable in case of weak (even infinitesimal!) attraction
between quasiparticles in the vicinity of the Fermi surface. This instability,
discovered by Cooper, leads to formation of bound states of Fermions (Cooper
pairs), i.e. effective Bosons in Fermion system. It is basic for understanding
of such physical phenomena as superconductivity in metals and superfluidity in
liquid He3.

Below we shall present a simplified analysis of Cooper instability, which
gives “almost” correct answer [22]. We have already noted that quasiparticles
in Fermi liquid are created in pairs (particle above the Fermi surface and hole
below). Close to Fermi surface, according to Eq. (5.115), we can introduce
quasiparticle energies as:

ξp = vF (|p| − pF ) (particle)

ξp = vF (pF − |p|) (hole) (6.1)

so that quasiparticle energy in general can be written as |ξp|.
Consider interaction of two particles (or two holes) close to Fermi surface.

Schroedinger equation for two quasiparticles interacting via potential U(r1, r2)
can written as1:

[H0(r1) +H0(r2) + U(r1, r2)]ψ(r1, r2) = Eψ(r1, r2) (6.2)

where H0(r) is the Hamiltonian of a free quasiparticle:

H0(r)ψp(r) = |ξp|ψp(r) (6.3)

where ψp(r) = 1√
V
eipr/~ is the wave function of a free quasiparticle. Let us

analyze the possibility of formation of the bound state of these two such particles
(Cooper pair). In the ground state the momentum of the bound pair should be

1It is the point where we actually oversimplify the real many-particle problem – here we
analyze two separate quasiparticles on the background of “rigid” Fermi surface.
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zero and we assume it have zero spin (singlet state)2 Thus, the pair is described
by the superposition of two quasiparticles with opposite momenta and spins:

ψ(r1, r2) =
∑
p

cpψp↑(r1)ψ−p↓(r2) (6.4)

Substituting this expression into Eq. (6.2) we obtain the equation for coefficients
cp:

2|ξp|cp +
∑
p′

Upp′cp′ = Ecp (6.5)

where Upp′ is matrix element of interaction. Let us assume that this matrix
element has the following form:

Upp′ =

{
−g for pF − ~ωD

vF
< |p|, |p′| < pF + ~ωD

vF
0 outside this interval.

(6.6)

The sign of the coupling constant g corresponds to attraction, while the limi-
tations on momenta mean that this attraction exists only in rather thin energy
layers of the width of 2~ωD around the Fermi level. The appearance of Debye
frequency here is connected to the well established fact that in most metals the
microscopic mechanism of this attraction is due to electron – phonon interac-
tion, and phonons can effectively interact with electrons only in energy layer
2~ωD ≪ εF near the Fermi surface.

From (6.5) and (6.6) we find the following expression for the coefficient cp:

cp =
gI

2|ξp| − E
(6.7)

where

I =

p′=pF+
~ωD
vF∑

p′=pF− ~ωD
vF

cp′ (6.8)

The bound state of two particles corresponds to the negative value of energy
E = −2∆(∆ > 0). Substituting this to (6.7), and (6.7) into (6.8), we get:

I =
1

2
gI

p′=pF+
~ωD
vF∑

p′=pF− ~ωD
vF

1

|ξp′ |+∆
=

=
1

4
gIνF

∫ ~ωD

−~ωD

dξ
1

|ξ|+∆
≈ 1

2
gIνF ln

~ωD
∆

(6.9)

where we have transformed summation over p to integration over ξ = vF (p−pF ),
introducing the density of states at the Fermi level νF = mpF

π2~3 and taken into
account that ∆ ≪ ~ωD. The extra coefficient 1/2 is due to summation here
being done over the states of one of the particles of the pair, with fixed spin

2We consider here the simplified model with almost point-like attraction of quasiparticles
and Pauli principle forbids two Fermions to have the same spin at the same point.
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projection, while the expression for the density of states νF is written for both
spin projections. Accordingly, from (6.9) we obtain the equation for ∆:

1 =
1

2
gνF ln

~ωD
∆

(6.10)

which always (even for infinitesimal values of g) possesses the nontrivial solution:

∆ = ~ωD exp

[
− 2

gνF

]
(6.11)

determining the finite binding energy of the pair. Now we see that our system
is unstable to formation of bound pairs of electrons even in the case of very
weak attraction near the Fermi surface. This is called Cooper instability. Our
analysis is slightly inaccurate, as we discussed two separate electrons above the
fixed or “rigid” Fermi surface, but it gives the correct order of magnitude esti-
mate of binding energy. Obviously, Cooper pairs are Bosons and can undergo
Bose condensation at low enough temperatures. This is the main physical idea
in explanation of microscopic nature of superfluidity in Fermi systems (super-
conductivity in metals).

6.2 Energy spectrum of superconductors.

The physical nature of superconductivity in metals is Cooper pairing of elec-
trons, i.e. the formation of bound states of pairs particles, which are close
(in momentum space) to Fermi surface, with equal and opposite momenta and
spins. Microscopic mechanism of attractive interaction in traditional supercon-
ductors (with critical temperature of superconducting transition Tc < 30K) is,
in most cases, attributed to electron – phonon interaction. The nature of this
attraction in high – temperature superconductors (copper oxides, iron pnictides
and chalcogenides) with Tc > 30K is up to now not clear, most probably it is
connected with interaction of current carriers (electrons or holes) with antifer-
romagnetic spin fluctuations. In superfluid He3 (where in temperature region
T < 2.610−3K exists several superfluid phases) this is definitely an exchange
by spin fluctuations (paramagnons) among quasiparticles in Helium. A num-
ber of other pairing mechanisms were proposed in the literature, e.g. the so
called excitonic mechanism. In any case we speak about interaction due to the
exchange of some quanta of collective (Boson) excitations between Fermionic
quasiparticles. In the following we shall not discuss these microscopic mecha-
nisms of pairing, but shall limit ourselves to traditional and simplified model of
superconductivity, proposed by Bardeen, Cooper and Schrieffer (BCS model)3.

Bardeen, Cooper and Schrieffer proposed the following model Hamiltonian
of a superconductor:

H =
∑
pσ

ξpa
+
pσapσ − g

V

∑
pp′

a+p′↑a
+
−p′↓a−p↓ap↑ (6.12)

3We shall consider only spin singlet pairing (opposite spins in pair) of electrons with zero
orbital momentum of the pair (s-wave pairing), though in some metals and in superfluid He3

Cooper pairing takes place in spin triplet state (parallel spins in pair) and not necessarily in
s-wave orbital state. For example in high – temperature copper oxide superconductors d-wave
singlet Cooper pairs are well confirmed by many experiments.
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where ξp = vF (|p| − pF ) is electron energy in normal metal in the vicinity of
Fermi level, a+pσ and apσ creation and annihilation operators of electron with
momentum p and spin projection σ. The sign of coupling constant g is taken
here corresponding to attraction and it is assumed that this constant is different
from zero only in some energy layer around the Fermi surface, as in Eq. (6.6).
Note that this Hamiltonian is much “reduced” – only electrons with opposite
momenta and spins interact with each other, all other interactions are just
dropped4.

To solve the Hamiltonian (6.12) we shall use the method proposed by Bo-
golyubov. Let us write down the interaction part of Hamiltonian (6.12):

Hint = − g

V

∑
pp′

a+p′↑a
+
−p′↓a−p↓ap↑ (6.13)

and make the following approximate replacement of operator part:

a+p′↑a
+
−p′↓a−p↓ap↑ → < a+p′↑a

+
−p′↓ >< a−p↓ap↑ > +

+ < a+p′↑a
+
−p′↓ > a−p↓ap↑+ < a−p↓ap↑ > a+p′↑a

+
−p′↓ (6.14)

where angular brackets denote ground state averaging at T = 0 or statisti-
cal averaging for T > 0, i.e. < ... >= Z−1Sp(e−

H
T ...) (assuming that these

averages exist and are nonzero!). This replacement effectively excludes four op-
erator terms in the Hamiltonian, reducing it to the following form, describing
interaction with some self-consistent field, determined by these averages:

Hint = − g

V

∑
pp′

{
< a+p′↑a

+
−p′↓ > a−p↓ap↑+ < a−p↓ap↑ > a+p′↑a

+
−p′↓

}
−

− g

V

∑
pp′

< a+p′↑a
+
−p′↓ >< a−p↓ap↑ > (6.15)

Finally the total Hamiltonian of the system can be written as5:

H =
∑
pσ

ξpa
+
pσapσ +

∑
p

{
∆∗ap↑a−p↓ +∆a+−p↓a

+
p↑

}
+

1

g
V |∆|2 (6.16)

where we have introduced by definition:

∆∗ =
g

V

∑
p′

< a+p′↑a
+
−p′↓ > (6.17)

∆ =
g

V

∑
p′

< a−p′↓ap′↑ > (6.18)

the so called anomalous averages, directly related to order parameter of super-
conducting transition. Combinations of creation and annihilation operators,

4As a result of this simplification (separation of most important interactions) the prob-
lem may be studied in detail. BCS theory remains one of the best achievements of modern
theoretical physics and its ideas are applied in many other systems (besides metals), energy
scales and temperatures. Besides the examples given above, we can mention nucleon pairing
in atomic nuclei, superfluidity in neutron star matter and also some models of modern theory
of elementary particles.

5Note the sign change due to permutation of anticommuting Fermi operators.
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standing here under the averaging (as well as in Eqs. (6.14) and (6.15)), are
in fact creation and annihilation operators Cooper pairs (Bosons!) with zero
momentum, similar to (5.89). Then, using Bogolyubov’s idea applied before to
Bose gas, we can replace these combination of operators in Hamiltonian (6.13)
by c-numbers, defined by the averages in Eqs. (6.14), (6.15), or by directly
related (6.17) and (6.18), i.e. assume, that Cooper pairs undergo Bose conden-
sation at low enough temperatures. Without any limitations we can put here
∆∗ = ∆, i.e. choose the phase of a complex number ∆ = |∆|eiϕ (order param-
eter) equal to zero: ϕ = 0. In the absence of an external magnetic field this
can be done, as energy of the system does not depend on phase6. Note that the
existence of anomalous averages of the type (6.18) explicitly breaks the particle
conservation law (compare again with Bose gas case!), in normal metal these
averages are obviously zero [18]. The appearance of such averages corresponds
to the breaking of this invariance during the phase transition from normal metal
to superconductor7. Further analysis is aimed to confirm self-consistently, that
such averages are really different from zero at low enough temperatures, corre-
sponding to phase transition to superconducting state.

Now Hamiltonian (6.16) is quadratic over Fermion operators and can be
diagonalized by Bogoliubov’s u − v–transformation. Let us introduce new op-
erators as:

bp↓ = upap↓ + vpa
+
−p↑ bp↑ = upap↑ − vpa

+
−p↓ (6.19)

b+p↓ = upa
+
p↓ + vpa−p↑ b+p↑ = upa

+
p↑ − vpa−p↓ (6.20)

Due to the assumed isotropy of electronic liquid coefficients up and vp depend
only on |p|. Linear transformation (6.20) “intermixes” operators quasiparticles
with opposite momenta and spins. “Old” operators satisfied the usual Fermion
commutation relations{

apσ, a
+
p′σ′

}
= δpp′δσσ′ {apσ, ap′σ′} =

{
a+pσ, a

+
p′σ′

}
= 0 (6.21)

where figure brackets denote anticommutators. We have to require that new
operators satisfy the same commutation relations:{

bpσ, b
+
p′σ′

}
= δpp′δσσ′ {bpσ, bp′σ′} =

{
b+pσ, b

+
p′σ′

}
= 0 (6.22)

so that “new” quasiparticles are also Fermions. It is easy to see that this leads
to the following relation between coefficients u and v:

u2p + v2p = 1 (6.23)

Inverse transformations have the form:

ap↑ = upbp↑ + vpb
+
−p↓ ap↓ = upbp↓ − vpb

+
−p↑ (6.24)

a+p↑ = upb
+
p↑ + vpb−p↓ a+p↓ = upb

+
p↓ − vpb−p↑ (6.25)

6This was done before also in (5.89) for Bose gas model.
7Here again we meet the phenomenon of spontaneous symmetry breaking — new ground

state of the system (superconductor) has lower symmetry, than the initial Hamiltonian (6.12).
This is typical for any phase transition of second order.
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Substituting (6.25) into Hamiltonian (6.16) we obtain:

H = 2
∑
p

ξpv
2
p − 2∆

∑
p

upvp +
1

g
V∆2 +

+
∑
p

{
[ξp(u

2
p − v2p) + 2∆upvp](b

+
p↑bp↑ + b+p↓bp↓)

}
+

+
∑
p

{
[2ξpupvp −∆(u2p − v2p)](b

+
p↑b

+
−p↓ + b−p↓bp↑)

}
(6.26)

Now it is seen that if we demand coefficients u and v to satisfy:

2ξpupvp −∆(u2p − v2p) = 0 (6.27)

nondiagonal terms in (6.26) vanish. Then we finally obtain the Hamiltonian of
new “free” (!) quasiparticles:

H = E0 +
∑
p

ε(p)[b+p↑bp↑ + b+p↓bp↓] (6.28)

where

E0 = 2
∑
p

[ξpv
2
p −∆upvp] +

1

g
V∆2 (6.29)

defines the ground state energy, while

ε(p) = ξp(u
2
p − v2p) + 2∆upvp (6.30)

gives the energy of new quasiparticles. From Eqs. (6.23) and (6.27) it is easy
to obtain the explicit expressions for coefficients u and v:

u2p
v2p

}
=

1

2

1± ξp√
ξ2p +∆2

 (6.31)

Then for the spectrum of new quasiparticles from (6.30) we get:

ε(p) =
√
ξ2p +∆2 (6.32)

— BCS spectrum with energy gap of the width 2∆ around the Fermi surface!
Qualitatively, this spectrum is shown in Fig.6-1. Obviously, this spectrum sat-

isfies Landau criterion for superfluidity – Min ε(p)p > 0, i.e. guarantees super-

conductivity in the system of charged quasiparticles8.

8If there is a current, the whole Fermi surface is shifted in momentum space by some
vector q, such that mvs = ~q, where vs is drift velocity of electrons. Then the energy of an

elementary excitation close to Fermi surface can be written as ε(p) ≈
√
ξ2p +∆2+pFvs, where

we have taken into account the smallness of drift velocity (compared to Fermi velocity), so
that ξp+q ≈ ξp +vFq. For an electron with momentum parallel or antiparallel to vs we have

ε(p) ≈
√
ξ2p +∆2 ± pF vs. Thus, an energy difference appears ~ω = 2pF vs between opposite

points on the Fermi surface, so that excitation spectrum becomes asymmetric. However, until
~ω = 2pF vs < 2∆, the gap in the spectrum persists and for T = 0 there are no excited BCS
quasiparticles. Accordingly, there is no dissipation of current. For vspf > ∆ the upper and
lower quasiparticle bands overlap and excitation of quasiparticles into upper band becomes
possible even for T = 0 and superconductivity vanishes. This leads to the simplest estimate
of the critical current of superconductor: jc = evcs = e∆

pF
.
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Figure 6.1: Energy spectrum of electrons in BCS theory.

Thus, for finite values of ∆ (i.e. qualitatively, when there is Bose condensate
of Cooper pairs present) the system becomes a superconductor. However, we
still have to show that such situation is possible, i.e. we have to define condi-
tions when anomalous averages (6.17), (6.18) become nonzero. Making u − v
transformation in (6.17) we can write:

∆ =
g

V

∑
p

< a+p↑a
+
−p↓ >=

g

V

∑
p

upvp(1− np↑ − np↓) (6.33)

where

np↑ =< b+p↑bp↑ > 1− np↓ =< bp↓b
+
p↓ > (6.34)

In fact:

< a+p↑a
+
−p↓ >=< (upb

+
p↑ + vpb−p↓)(upb

+
−p↓ − vpbp↑) >=

= u2p < b+p↑b
+
−p↓ > −upvp < b+p↑bp↑ > +vpup < b−p↓b

+
−p↓ > −v2p < b−p↓bp↑ >=

= upvp(1− np↑ − np↓)

(6.35)

as in the correct ground state we have to satisfy the condition: < b+p↑b
+
−p↓ >=<

b−p↓bp↑ >= 0, i.e. new quasiparticles should not be spontaneously created or
annihilated9. Similarly:

< ap↑a−p↓ >= upvp(1− np↓ − np↑) =< a+p↑a
+
−p↓ > (6.36)

9Mathematically this follows from the presence of only diagonal elements of the density
matrix, corresponding to diagonalized Hamiltonian (6.28). Accordingly, the averages of diag-
onal products of operators (6.34) are different from zero, while the averages of nondiagonal
products (6.35) are zero.
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Substituting explicit expression (6.31) for up and vp into (6.33), we obtain:

1 =
g

2V

∑
p

1− np↑ − np↓√
ξ2p +∆2

(6.37)

the fundamental gap equation of BCS theory.
In the absence of external magnetic field occupation numbers np↑ = np↓

and are defined by the usual Fermi distribution of quasiparticles with spectrum
(6.32):

np↑ = np↓ =
1

e
ε(p)
T + 1

(6.38)

Consider first the case of T = 0. For ∆ ̸= 0 there are no (excited) quasiparticles
at all, i.e. np↑ = np↓ = 0. For T > 0 they can be thermally excited in pairs
(particles and holes) and appear above (below) the gap. Then in Eq. (6.37) we
can transform from summation over p to integration and write:

1 =
g

2

∫
d3p

(2π~)3
1− 2np√
ξ2p +∆2

(6.39)

For T = 0 we have:

1 =
g

2

∫
dp

(2π~)3
4πp2√
ξ2p +∆2

0

(6.40)

It is immediately seen that this equation does not have solutions for ∆0 in case
of g < 0, i.e. for repulsive interaction, as both sides of this equation has different
signs. Remember now that the coupling constant g is nonzero only in a narrow
energy layer of the width ∼ 2ωD around the Fermi surface (see Eq. (6.6)). Then
in (6.40):∫

dpp2
1√

∆2
0 + v2F (p− pF )2

≈ p2F
vF

∫ ~ωD

−~ωD

dξp√
ξ2p +∆2

0

≈ 2p2F
vF

ln
2~ωD
∆0

(6.41)

so that Eq. (6.40) takes the form:

1 =
gmpF
2π2~3

ln
2~ωD
∆0

(6.42)

giving the solution:

∆0 = 2~ωD exp

(
− 2

gνF

)
≡ 2~ωD exp

(
− 1

λp

)
(6.43)

where νF = mpF
π2~3 is electron density of states at the Fermi level and λp = gνF /2

is dimensionless coupling constant of pairing interaction. Thus, at T = 0 the
energy gap ∆0 is different from zero, formally, even for infinetesimal values of
pairing coupling constant λp

10.

10Note an extra factor of 2 in (6.43), as compared with Eq. (6.11), obtained above from
more simple approach. Inaccuracy of Eq. (6.11) is connected with the approximation of
separate pair of electrons on the background of a rigid Fermi surface. The correct solution is
given by (6.43).
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Table 6.1: Temperature of superconducting transition for a number of metals
and compounds (K).
Al Sn In Hg Pb Nb Nb3Sn Nb3Ge Y Ba2Cu3O7

1.2 3.75 3.4 4.16 7.22 7.78 18.0 23.2 92

At finite temperatures, putting in Eq. (6.39) ∆ = 0, we obtain the equation
for critical temperature of superconducting transition:

1 =
g

2

∫
d3p

(2π~)3
1− 2np
|ξp|

= λp

∫ ~ωD

−~ωD

dξp
1

2ξp
th

ξp
2Tc

(6.44)

which solution is [22]:

Tc =
2γ

π
~ωD exp

(
− 1

λp

)
(6.45)

where γ ≈ 1.78 is Euler constant. At this temperature the energy gap goes to
zero (cf. below), and superconductor becomes the normal metal11.

In Table 6-1 we give temperatures of superconducting transition for a num-
ber of metals and compounds. In the last row we show the most popular copper
oxide high – temperature superconductor. These compounds are actively stud-
ied since 1987. Maximal temperature of superconducting transition Tc ∼ 135K
(under pressure up to ∼ 150K) was observed in Hg2Ba2Ca2Cu3O8. In 2008 a
new class of high–temperature superconductors was discovered, based on iron
pnictides and chalcogenides. The highest Tc = sim55K was observed in this
class for Nd(Sm)FeAsO system. High – temperature superconductors are not
described by the simplified version of BCS theory described above, though basic
qualitative conclusions are still valid. In fact there is no general consensus only
on the nature of microscopic mechanism of Cooper pairing in these systems,
though most researchers believe it to be non phonon, most probably connected
with antiferromagnetic spin fluctuations. There are some other differences with
simple BCS approach, e.g. it is well established that in copper oxides the pair-
ing is singlet, but anisotropic (d-wave pairing). In iron based superconductors
theoretical picture is complicated by their multiple band electronic structure.

In traditional superconductors BCS theory gives more or less complete de-
scription of this phenomenon and there is no doubts in electron – phonon nature
of Cooper pairing. In Table 6-2 [24] we give the values of λp and ~ωD for a num-
ber of superconductors, where the weak coupling BCS model gives pretty good
description12 As was noted above, in superfluid He3 Cooper pairing between
neutral atoms of Helium takes place at temperatures below 2.6mK, leading to
superfluidity. Microscopic mechanism of pairing in He3 is related to the ex-
change by spin fluctuations (paramagnons). There are several superfluid phases

11If microscopic mechanism is not of electron – phonon nature, the frequency in preexpo-
nential factor in this approximation is replaced by the characteristic frequency of Bosons,
responsible for attraction between current carriers. In particular, for so called excitonic mech-
anism this is replaced by some energy ∼ EF ≫ ~ωD, leading to the possible high–temperature
superconductivity (Little – Ginzburg). In real high – temperature superconductors, discovered
thus far, we deal here with a characteristic frequency of antiferromagnetic spin fluctuations,
while the basic point of BCS theory are conserved.

12For the case of strong electron – phonon coupling BCS theory was generalized by Eliash-
berg and McMillan, producing more complicated equations but conserving all the main ideas
of BCS approach.



134 CHAPTER 6. SUPERCONDUCTIVITY

Table 6.2: Experimental values of ~ωD, Tc and coupling constant λp.

~ωD(K) Tc(K) λp
Zn 235 0.9 0.18
Cd 164 0.56 0.18
Hg 70 4.16 0.35
Al 375 1.2 0.18
T l 100 2.4 0.27
Sn 195 3.75 0.25
Pb 96 7.22 0.39

on rather complicated phase diagram, differing by the type of pairing (orbital
and spin momentum of pairs). This leads to unusual richness of physical phe-
nomena observed in this system [25].

The concept of bound pairs in BCS theory should not be taken too literally.
It is more correct to speak about certain correlation between pairs of particles
in p–space, leading to a finite probability for particles to have In fact the distri-
bution of momenta δp in the region of these correlations corresponding to the
binding energy of a pair (gap) ∼ ∆, i.e. δp ∼ ∆/vF . Appropriate correlation
length given by ξ ∼ ~/δp ∼ ~vF /∆ defines a characteristic scale of distances
between correlated particles (the size of a pair). For T = 0 this length, called
also coherence length, is equal to:

ξ0 ∼ ~vF
∆0

∼ vF
ωD

exp

(
1

λp

)
(6.46)

Typically in metals vF
ωD

∼ ~
pF

εF
~ωD

≫ a, where a is a characteristic distance

between electrons. Besides that, the exponential factor in (6.46) much exceeds
unity, as usually we have λp < 1. From these estimates it is clear that we
always have ξ0 ≫ a, so that “inside” each pair there is lot of electrons, or in
other words, pairs are much overlapped and loose their individual nature.In high
– temperature superconductors, due to much higher values of Tc (large binding
energy of a pair) and relatively small concentration of current carriers, the size
of pairs is not overwhelmingly large in comparison with interparticle distance.
These systems belong to a crossover region between very large BCS pairs and
“compact” Bosons (BCS-Bose crossover).

In BCS theory electrons of a normal metal are transformed into Fermion
quasiparticles with spectrum given by Eq. (6.32). Simultaneously, a recon-
struction of the ground state takes place. Here we present (without derivation)
main expressions describing the ground state of a superconductor [24]. This
state is described by the following state vector:

|BCS >=
∏
p

(up + vpa
+
p↑a−p↓)|0 > (6.47)

where |0 > is the state without electrons (vacuum), satisfying the obvious
condition: apσ|0 >= 0. Equation u2p + v2p = 1 guarantees normalization <
BCS|BCS >= 1. The average number of particles in BCS ground state is
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given by:

< N >=
∑
pσ

< BCS|a+pσapσ|BCS >= 2
∑
p

v2p =
V

(2π~)3

∫
d3p2v2p (6.48)

However, the fluctuation of particle number in BCS state is different from zero,
as this ground state (as was noted above) breaks the particle conservation:

< N2 > − < N >2=
∑
p

4u2pv
2
p (6.49)

From here it is easily seen that < N2 > − < N >2∼ V ∼< N >, but the
relative fluctuation:

< N2 > − < N >2

< N >2
∼ 1

< N >
(6.50)

and relative mean square fluctuation behaves as 1/
√
< N > for < N >→ ∞.

Direct calculations show that BCS ground state satisfies the condition: bp↑|BCS >=
bp↓|BCS >= 0, i.e. is the correct vacuum state for BCS quasiparticles, origi-
nating from quasiparticles of a normal metal via u− v – transformation.

6.3 Thermodynamics of superconductors.

Consider now finite temperatures T > 0. Gap equation (6.39) can be rewritten
as:

−1 +
g

2

∫
d3p

(2π~)3
1

ε(p)
= g

∫
d3p

(2π~)3
np
ε(p)

(6.51)

where ε(p) is given by (6.32). Note that the integral in the left hand side here
differs from those in Eq. (6.40) only by the replacement of ∆ by ∆0. Then,
replacing the unity in the left hand side by the logarithm form Eq. (6.42), we
can rewrite the left hand side of Eq. (6.51) as g mpF

2π2~3 ln
∆0

∆ . In the right hand

side we write explicitly the Fermi function np = [e
ε(p)
T + 1]−1 and transform to

integration over dξ = vF dp. Then (6.51) takes the following form:

ln
∆0

∆
=

∫ ∞

−∞

dξ√
ξ2 +∆2

(
e
√

ξ2+∆2

T + 1

) = 2I

(
∆

T

)
(6.52)

where

I(u) =

∫ ∞

−∞

dx√
x2 + u2(exp

√
x2 + u2 + 1)

(6.53)

This integral can be calculated in limiting cases [1], and we obtain:

I(u) =

{ (
π
2u

)1/2
e−u for u≫ 1

ln
(
π
γu

)
+ 7ζ(3)

8π2 u
2 for u≪ 1

(6.54)

where γ ≈ 1.78 is Euler constant, ζ(3) ≈ 1.202 is Riemann’s ζ-function of
argument 3. Substituting these limiting expressions to (6.52), we obtain for low
temperatures T ≪ ∆:

∆ = ∆0

[
1−

√
2πT

∆0
e−

∆0
T

]
, (6.55)
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while in the vicinity of transition to the normal state, where ∆ → 0, we get:

ln
∆0

∆
= ln

πT

γ∆
+

7ζ(3)

8π2

∆2

T 2
(6.56)

From this equation we can wee that the gap ∆ becomes zero at critical temper-
ature:

Tc =
γ

π
∆0 ≈ 0.57∆0 (6.57)

which, taking into account (6.43), coincides with (6.45). Note the characteristic
BCS ratio, following from these expressions: 2∆0

Tc
≈ 3.52, its experimental veri-

fication in traditional superconductors was one of the first confirmation of BCS
theory13.

Close to Tc it follows from (6.56) that:

∆(T ) = Tc

[
8π2

7ζ(3)

(
1− T

Tc

)]1/2
≈ 3.06Tc

√
1− T

Tc
(6.58)

demonstrating characteristic square root behavior of the gap, typical for the
order parameter of second order phase transition.

The general form of temperature dependence of the gap ∆ in BCS theory,
following from Eq. (6.52), is shown in Fig. 6-2. This dependence is also well
confirmed by the experiments on traditional superconductors with relatively low
transition temperature Tc.

Let us consider some other properties of a superconductor at finite tem-
peratures (dropping details of derivation). The difference of free energies of
superconducting and normal state close to Tc(T < Tc), following from BCS
theory [1, 2], is given by:

Fs − Fn = −V 2mpFT
2
c

7ζ(3)~3

(
1− T

Tc

)2

, (6.59)

so that superconducting state at T < Tc has lower free energy, than the normal
state. The difference of entropies following from (6.59) is:

Ss − Sn = −∂(Fs − Fn)

∂T
= −V 4mpFTc

7ζ(3)~3

(
1− T

Tc

)
(6.60)

Accordingly, we obtain the value of specific heat discontinuity at the transition
point:

Cs − Cn = T
∂(Ss − Sn)

∂T
= V

4mpFTc
7ζ(3)~3

(6.61)

Taking into account that Cn = V mpFT/3~3 (cf. (4.70)), we obtain:

Cs(Tc)

Cn(Tc)
=

12

7ζ(3)
+ 1 ≈ 2.43. (6.62)

13In many real superconductors significant deviations from this BCS theory prediction are
widely observed. In fact, the “ideal” BCS value of 3.52 the ratio of full width of the en-
ergy gap and Tc is characteristic for weakly coupled superconductors (with small values of
pairing coupling constant), in accordance with BCS theory. The observed deviations (mostly
growth) of this ratio are typical for strongly coupled superconductors and are well described
by Eliashberg – McMillan approach.



6.3. THERMODYNAMICS OF SUPERCONDUCTORS. 137

Figure 6.2: Temperature dependence of the gap in BCS theory.

This universal value is also rather well confirmed in specific heat measurements
on traditional (weakly coupled) superconductors, while strong coupling leads to
significant deviations from this prediction of simple BCS theory.

To calculate specific heat at low temperatures we can use the relation:

δE =
∑
p

ε(p)(δnp↑ + δnp↓) = 2
∑
p

ε(p)δnp (6.63)

for the total quasiparticle energy change due to variation of occupation numbers.
Dividing this expression by δT and going from summation to integration, we
obtain specific heat as:

C = V
mpF
π2~3

∫ ∞

−∞
dξpε(p)

∂np
∂T

(6.64)

For T ≪ ∆0 we can write np ≈ e−
ε(p)
T and ε(p) ≈ ∆0 +

ξ2p
2∆0

. Then the simple
integration gives:

C = V

√
2mpF∆

5/2
0

π3/2~3T 3/2
e−

∆0
T (6.65)

so that at T → 0 the specific heat of electron gas in a superconductors is expo-
nentially small, due to the existence of a finite gap in quasiparticle spectrum.

At T = 0 it can be shown [1, 2] that the difference of ground state energies
of superconducting and normal states is given by:

Es − En = −V mpF
4π2~3

∆2
0 = −1

4
V νF∆

2
0. (6.66)
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The negative sign here corresponds to instability of the “normal” ground state
in case of attraction between quasiparticles and makes superconducting state
the real (stable) ground state of the system. The physical meaning of Eq. (6.66)
is pretty clear: in an energy layer of the width of ∼ ∆0 around the Fermi level
we have ∼ νF∆0 quasiparticles, each gaining energy of the order of ∼ ∆0 due
to gap formation. The estimate of the total energy gain per one electron is
∼ ∆2/εF .

6.4 Coulomb repulsion∗.

Up to now we assumed, that there is attractive interaction between electrons,
acting in a narrow energy layer of the width 2ωD around the Fermi surface14.
Such attraction can exist in metals due to electron – phonon interaction. How-
ever, a strong Coulomb repulsion is obviously acting between all electrons in
metals, which definitely opposes the formation of Cooper pairs (and thus su-
perconductivity). Let us show how this repulsion can be taken into account in
equations of BCS theory.

In general case the energy gap of superconductor with the account of different
interaction mechanisms is defined by rather complicated integral equation. Close
to Tc this equation can be linearized over ∆ as gap goes to zero for T → Tc. In
weak coupling approximation we can write the following gap equation close to
Tc, which is the direct generalization of Eq. (6.44) and determines the critical
temperature of superconducting transition [24]:

∆(ξ) =

∞∫
−∞

dτV (ξ, ξ′)N(ξ′)
1

2ξ′
th(

ξ′

2Tc
)∆(ξ′), (6.67)

where N(ξ) is the density of electron states in normal metal (per one spin
projection), and V (ξ, ξ′) is the “potential” of an effective interaction between
electrons. We assume that ∆(ξ) here is some unknown function of energy of a
quasiparticle ξ, which is to be determined depending on the accepted model of
interactions. In our previous discussion ∆ was assumed to be a constant and
just cancelled out, dropping out from Eq. (6.44).

Effective electron – electron attraction in superconductors is determined in
reality by some balance between attraction due to electron – phonon interac-
tion and Coulomb repulsion. We may assume for the “potential” V (ξ, ξ′) the
following very crude model15:

V (ξ, ξ′) = −Vc(ξ, ξ′) + Vph(ξ, ξ
′), (6.68)

where

Vc(ξ, ξ
′) = Vcθ(εF − |ξ|)θ(εF − |ξ′|) (6.69)

Vph(ξ, ξ
′) = Vphθ(ωD − |ξ|)θ(ωD − |ξ′|) (6.70)

are “potentials” of electron – electron and electron – phonon interactions respec-
tively, ωD is Debye frequency. Constants Vc > 0 and Vph > 0 describe repulsion

14In this section we put ~ = 1 and measure frequency ωD in units of energy.
15We assume interelectron repulsion to be short-ranged due to the strong screening of

Coulomb interaction in metals.
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and attraction, acting (due to εF ≫ ωD) in significantly different intervals of
energy: electron – phonon attraction acts only on electrons in an energy layer
of the width 2ωD close to the Fermi level, while (screened) Coulomb repulsion
acts between all conduction electrons on an energy scale of the order of Fermi
energy εF .

After substitution of this expression into Eq. (6.67) and simple transforma-
tions using (presumably) even gap function ∆(ξ), we get:

∆(ξ) = [Vphθ(ωD − ξ)− Vcθ(εF − ξ)]

ωD∫
0

dξ′N(ξ′)
1

ξ′
th(

ξ′

2Tc
)∆(ξ′)−

− Vcθ(εF − ξ)

εF∫
ωD

dξ′N(ξ′)
1

ξ′
th(

ξ′

2Tc
)∆(ξ′). (6.71)

In rough approximation we can seek a solution of this equation in the form of
two “step” functions [24]:

∆(ξ) =

{
∆ph, |ξ| < ωD,
∆c, ωD < |ξ| < εF ,

(6.72)

where ∆ph and ∆c are some constants, which can be determined (after the
substitution of (6.72) into (6.71) from the following system of homogeneous
linear equations (obtained after the substitution of (6.72) into (6.71)):{
1− (Vph − Vc)N(0)K

(
ωD
2Tc

)}
∆ph + VcN(0)

[
K

(
εF
2Tc

)
−K

(
ωD
2Tc

)]
∆c = 0,

VcN(0)K

(
ωD
2Tc

)
∆ph +

{
1 + VcN0(0)

[
K

(
εF
2Tc

)
−K

(
ωD
2Tc

)]}
∆c = 0,

(6.73)

where we have replaced the density of states by its constant value N(0) = 1
2νF

at the fermi level and introduced the notation:

K(x) =

x∫
0

dx′
1

x′
th(x′). (6.74)

Nontrivial solution of this system exists if the determinant of this system of
equations is zero, which gives the equation for Tc:

(λ− µ∗)K(
ωD
2Tc

) = 1,

µ∗ = µ

{
1 + µ

[
K

(
εF
2Tc

)
−K

(
ωD
2Tc

)]}−1

, (6.75)

where we have introduced µ∗ – the so called Coulomb pseudopotential, µ =
VcN0(0) is dimensionless Coulomb (repulsion) coupling constant, while λ =
VphN0(0) is dimensionless pairing coupling constant due to electron – phonon
interaction.
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Due to inequality εF ≫ ωD ≫ Tc integral in (6.74) can be calculated for
x≫ 1, so that K(x) = ln

(
4γ
π x
)
, where γ is again the Euler constant. Then for

the critical temperature of superconducting transition we immediately obtain16:

Tc =
2γ

π
ωD exp

(
− 1

λ− µ∗

)
. (6.76)

which coincides with BCS expression (6.45), if we write the pairing constant as
λp = λ− µ∗. Coulomb potential µ∗ is given here by the following expression:

µ∗ ≈ µ

1 + µ ln εF
ωD

. (6.77)

From this result we can see that Coulomb repulsion naturally opposes pairing
and reduces Tc, diminishing λp by µ∗. However, in most metals this effect is
largely suppressed due to relatively large (for εF ≫ ωD) value of ln(εF /ωD)
(so called Tolmachev’s logarithm). In particular, even for λ < µ, i.e. when
for all energies the total constant of electron – electron interaction is formally
repulsive, superconductivity may still persist if λ > µ∗.

Using Eq. (6.76) we may propose the following ways to rise the critical
temperature of superconducting transition:

1. We may rise the value of ωD or try to use another (non phonon) mechanism
of pairing via the exchange by some collective excitations with character-
istic frequencies larger than ωD. Typical example is the so called excitonic
mechanism, for which ωD is replaced by an energy of the order of εF .

2. Another way is to rise the pairing coupling constant λp, either by rising
attractive coupling λ, or by reducing the Coulomb pseudopotential µ∗.

Nearly all attempts to search for high – temperature superconductivity were
undertaken along these ways. Many theoretical explanations of high transition
temperatures observed in real high – temperature superconductors are explic-
itly or implicitly based on these or similar ideas. In fact, practical realization
of these tasks is pretty complicated. Even on this elementary level it can be
seen that necessary requirements are rather contradictory. For example, rising
the preexponential ωD in (6.76) up to the values of the order of εF inevitably
leads to the appropriate growth of Coulomb pseudopotential due to diminishing
value of Tolmachev’s logarithm. On the other hand, the rising of effective pair-
ing constant demands the replacement of weak coupling approximation used in
simple BCS theory17.

In conclusion of our review of microscopic theory of superconductivity we
note that above we always supposed that Cooper pairing takes place in singlet

16This important result was obtained by Tolmachev soon after the BCS work.
17As an example of the appropriate development of microscopic theory we give here inter-

polation formula for Tc, proposed by Allen and Dynes, which is valid for the wide interval of
dimensionless coupling constant of electron – phonon pairing interaction, including the values
λ ∼ 1:

Tc =
f1f2

1.20
ωlogexp

{
−

1.04(1 + λ)

λ− µ⋆(1 + 0.62λ)

}
(6.78)

where

f1 = [1 + (λ/λ1)
3/2]1/3; f2 = 1 +

[< ω2 >1/2 /ωlog − 1]λ2

λ2 + λ22
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state (antiparallel spins), and with zero orbital momentum of the pair (s-wave
pairing). In real superconductors situation may be more complicated. It was
shown by experiments, that in some systems Cooper pairing takes place in triplet
state (parallel spins), and also in a state with nonzero orbital moment (He3,
the so called “heavy Fermion” systems etc.). In copper oxides Cooper pairing
is singlet in spin, but d-wave. In iron pnictides situation is complicated by
multiple band electronic structure, leading to different superconducting gaps in
different bands etc. Obviously, microscopic description of such systems require
more complicated theories, but the main ideas and qualitative conclusions of
BCS theory remain valid.

6.5 Ginzburg-Landau theory.

Complete microscopic theory, describing behavior of superconductors in external
electromagnetic field is too complicated to be discussed here. However, analysis
can be very much simplified if we restrict ourselves to the temperature region
of T → Tc, where phenomenological Ginzburg – Landau (GL) theory can be
applied. In fact, GL theory is one of most outstanding physical theories, its
main ideas play a major role not only in superconductivity, but in many other
branches of theoretical physics (such as e.g. the Standard Model of elementary
particles). At the same time, from phenomenological point of view GL theory is
an impressive example of the use of general Landau theory of phase transitions
of second order [1]18.

In general Landau theory of phase transitions of the second order the differ-
ence between “nonsymmetric” and “symmetric” phases is described by the order
parameter. For a superconductor the natural choice of the order parameter is
the complex energy gap, or more precisely, the the anomalous average (6.18),
which is proportional to condensate wave function of Cooper pairs. In general
case this order parameter can be inhomogeneous in space. Assuming for sim-
plicity a cubic symmetry of a crystal lattice, we note that superconducting state
is characterized by a scalar ns – density of superconducting electrons (pairs).
Thus it is convenient to normalize condensate wave function by the condition
|Ψ|2 = ns/2, and introducing its phase ϕ write it in the form [2]:

Ψ =

√
ns
2
eiϕ ∼ ∆ (6.80)

Thus, the order parameter is the complex (two – component) function.
According to general rules of quantum mechanics we can write down the

density of supercurrent as:

js = − ie~
2m

(Ψ⋆∇Ψ−Ψ∇Ψ⋆) =
e~
2m

ns∇ϕ (6.81)

λ1 = 2.46(1 + 3.8µ⋆); λ2 = 1.82(1 + 6.3µ⋆)
< ω2 >1/2

ωlog
(6.79)

where ωlog is average logarithmic frequency of phonons, while < ω2 > is the average square of
phonon frequency (averaging in both cases is over the phonon spectrum). These parameters
replace ωD of BCS theory, the other parameters were defined above.

18Note that GL theory can actually be derived from microscopic BCS theory, though in fact
GL approach was formulated nearly a decade earlier.
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where the last equality is valid for the case of spatially homogeneous density ns,
while the doubled mass is introduced here just formally, to stress that super-
current carriers are Cooper pairs.

The starting point of GL theory is the expression for free energy of a su-
perconductor as a functional of Ψ(r). Consider first a superconductor in the
absence of external magnetic field. It is obvious that physical properties should
be invariant with respect to gauge (phase) transformation Ψ → Ψeiα. This
requirement excludes odd power terms in Landau expansion of free energy19.

Thus, the free energy expansion in powers of the order parameter Ψ for a
superconductor can be written as20:

F = Fn +

∫
dV

{
~2

4m
|∇Ψ|2 + a|Ψ|2 + b

2
|Ψ|4

}
(6.82)

Here Fn is the free energy of normal state, coefficient b > 0, and coefficient a is
written in usual Landau form:

a = α(T − Tc) α > 0 (6.83)

so that for T < Tc we have a < 0. Coefficient before |∇Ψ|2 is taken in the form
which leads to the expression (6.81) for current (see below). Identification of m
with electron mass is of no importance, as well as the definition of ns.

For the case of homogeneous order parameter we have:

F = Fn + αV (T − Tc)|Ψ|2 + bV

2
|Ψ|4 (6.84)

The value of |Ψ|2 at equilibrium is determined by the minimum of this expression
and is given by:

|Ψ|2 = −a
b
=
α

b
(Tc − T ) (6.85)

for T < Tc, and is zero for T > Tc. The value of the order parameter |Ψ| goes
to zero for T → Tc according to the square root law, in complete accord with
Eq. (6.58). The value of ns ∼ |Ψ|2 → 0 linearly in Tc − T .

Substituting (6.85) into (6.84) we obtain:

Fs − Fn = −V α
2

2b
(T − Tc)

2 (6.86)

which is equivalent to Eq. (6.59)21. Differentiating Eq. (6.86) by T , similarly
to (6.60), we can find the difference of entropies and specific heat discontinuity
at the transition point:

Cs − Cn = V
α2Tc
b

(6.87)

19Note that phase invariance in quantum mechanics is responsible for particle conservation.
Order parameter itself is not invariant with respect to this transformation. In this sense,
as was noted above, in superconducting state this symmetry is broken. Symmetry breaking
takes place at any second order phase transition, so that the condensed phase is always
“nonsymmentric”.

20The basic postulate of Landau theory is precisely the possibility to perform such an
expansion due to the smallness of the order parameter close to transition temperature [1].

21GL theory was derived from microscopic BCS theory of superconductivity by Gorkov,
giving explicit microscopic expression for GL coefficients α and b. These expressions can be
easily obtained by direct comparison of Eqs. (6.85), (6.58) with Eqs. (6.58), (6.86). Thus,

for “pure” superconductors (without impurities) we have: α = 6π2Tc
7ζ(3)εF

and b = αTc
n

, where

n =
p3F

3π2~3 is electron density, with Tc is given by BCS expression (6.45).
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which agrees with Eq. (6.87).
Close to Tc (6.86) gives a small correction to free energy, according to ther-

modynamics it also represents (being expressed via T, P instead of T, V ) the
difference of Gibbs thermodynamic potentials Φs−Φn. This difference coincides

with the value of −V B2
ct

8π , where Bct is thermodynamic critical field destroying
superconducting state. Then we easily obtain:

Bct =

(
4πa2

b

)1/2

=

(
4πα2

b

)
(Tc − T ). (6.88)

In the presence of an external magnetic field Eq. (6.82) for free energy can be
written as:

F = Fn +

∫
dV

{
B2

8π
+

~2

4m
|(∇− 2ie

~c
A)Ψ|2 + a|Ψ|2 + b

2
|Ψ|4

}
(6.89)

where B = rotA. The structure of gradient term here is determined by gauge
invariance of electrodynamics, in particular the coefficient 2ie

~c here is expressed
via fundamental constants, in contrast to ~2/4m. The presence of 2e reflects
the charge of a Cooper pair — in GL theory we are dealing with charged order
parameter!

Looking for an extremum of F as functional of three independent variables
Ψ,Ψ⋆,A 22, we can find differential equation determining distribution of Ψ
and magnetic field in superconductor. Varying (6.89) with respect to Ψ⋆ and
transforming the integral of (∇− 2ieA/~c)∇δΨ⋆ by partial integration, we get:

δF =

∫
dV

{
− ~2

4m
(∇− 2ie

~c
A)2Ψ+ aΨ+ b|Ψ|2Ψ

}
δΨ⋆+

~2

4m

∮
ds(∇Ψ−2ie

~c
AΨ)δΨ⋆

(6.90)
where the second integral is taken over the surface of superconductor. Demand-
ing δF = 0, we get the condition of volume integral being zero for arbitrary
δΨ⋆, in the form of the following Ginzburg – Landau equation:

1

4m
(−i~∇− 2e

c
A)2Ψ+ aΨ+ b|Ψ|2Ψ = 0 (6.91)

Variation over Ψ gives the complex conjugate equation for Ψ⋆. Variation of
(6.89) over A leads to Maxwell’s equation:

rotB =
4π

c
j (6.92)

where

j = − ie~
2m

(Ψ⋆∇Ψ−Ψ∇Ψ⋆)− 2e2

mc
|Ψ|2A (6.93)

Here we have written j as superconducting current because in equilibrium state
the normal current is absent.

Boundary condition for these equations is obtained from the condition of
surface integral in (6.90) being zero:

n(−i~∇Ψ− 2e

~c
A)Ψ = 0 (6.94)

22Complex Ψ consists of independent real and imaginary parts, so it is convenient to consider
Ψ and Ψ⋆, as independent variables.
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where n unit vector normal to the surface of superconductor. It leads to the
equivalent relation: nj = 0. Eq. (6.94) is valid on the boundary of super-
conductor with vacuum (insulator), in case of boundary with normal metal it
takes another form. Boundary condition for B reduces to continuity of B at the
border.

In weal magnetic field we may neglect its influence on |Ψ|2 and put it equal
to (6.85). For spatially homogeneous ns = 2|Ψ|2 from (6.93) we get (cf. (6.81)):

j =
~e
2m

ns(∇ϕ− 2e

~c
A) (6.95)

Applying rot to both parts of this equation and using rotA = B we obtain
London’s equation:

rotj = −nse
2

mc
B (6.96)

From Maxwell’s equations (6.92) and divB = 0, substituting j from the first
equation into (6.96) and using rotrotB = grad divB −∇2B = −∇2B, we can
write London’s equation as:

∇2B =
1

δ2
B (6.97)

where

δ2 =
mc2

4πe2ns
δ =

(
mc2b

8πe2|a|

)1/2

=

[
mc2b

8πe2α(Tc − T )

]1/2
. (6.98)

Near the flat surface of superconductor, taking it as yz - plane and directing x
- axis into the body of superconductor, we can reduce Eq. (6.97) to:

d2B

dx2
=

1

δ2
B (6.99)

and immediately get the solution:

B(x) = B0e
−x/δ, (6.100)

where vector B0 is parallel to the surface. This gives the description of Meissner
effect – “exclusion” of external magnetic field from superconductor. Character-
istic length δ is called penetration depth and it is directly measurable. Its
typical values for real superconductors at low temperatures δ ∼ 10−5−10−6cm.
For T → Tc it diverges according to (6.98), which corresponds to complete
penetration of external magnetic field into normal metal.

In addition to δ another characteristic length appears in GL theory — the
so called coherence length or correlation length of order parameter fluctuations
ξ(T ). Using the standard expressions of Landau theory of second order phase
transitions (see below) this length is expressed via GL coefficient as follows:

ξ(T ) =
~

2(m|a|)1/2
=

~
2(mα)1/2(T − Tc)1/2

∼ ξ0

√
Tc

Tc − T
; ξ0 ∼ ~vF

Tc
(6.101)

where in last estimates we used microscopic expressions for GL coefficients and
the estimate of BCS coherence length (6.46), determining the size pf Cooper
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pairs. We can see that coherence length ξ(T ) (pair size) also diverges for T → Tc
(pairs grow and become destroyed at T = Tc).

Dimensionless ratio of these characteristic lengths:

κ =
δ(T )

ξ(T )
=

mcb1/2

(2π)1/2|e|~
(6.102)

defines the so called Ginzburg – Landau parameter. Depending on its value, all
superconductors are divided into two classes with significantly different proper-
ties in external magnetic field: superconductors with κ < 1√

2
are called type I

superconductors, while those with κ > 1√
2
are called type II superconductors.

Most of superconductors used for practical applications, as well as all high –
temperature superconductors are in fact type II superconductors.

Let us derive one remarkable result following from Eq. (6.95) and Meissner
effect. Consider a superconductor forming a torus and place it in external
magnetic field. We assume that both diameters of torus are much larger than
penetration depth and coherence length (macroscopic torus). Now we can show
that the value of magnetic flux through the torus is quantized — it may only be
some integer in units of elementary “flux quantum” expressed via fundamental
constants (flux quantization). Deep inside the superconducting torus (outside
the border region defined by penetration depth) current density is obviously
zero j = 0 (where is no field to induce the current), while vector potential is
non zero (only its rotor is zero, so that B = 0). Consider some closed contour
C, going around the torus inside its body, far from its surface. Circulation of A
along contour C coincides with magnetic flux through of the contour, i.e. with
the flux Φ through the torus:∮

Adl =

∫
rotAdf =

∫
Bdf ≡ Φ (6.103)

On the other hand, taking (6.95) equal to zero and integrating it around the
contour we get: ∮

Adl =
~c
2e

∮
∇ϕdl = ~c

2e
δϕ (6.104)

where δϕ is the change of the phase of the wave function while we go around
the contour. Demanding the single valuedness of the wave function, after we
perform a total circulation (one or several times), we conclude that this change
of phase can only be 2π multiplied by an integer. Thus we obtain:

Φ = nϕ0 where ϕ0 =
π~c
|e|

= 2 10−7Gauss cm2 (6.105)

where n is an integer. The value of ϕ0 represents an elementary quantum of
magnetic flux. This remarkable result is directly confirmed by the experiments,
which is, by the way, a direct proof that (super)current carriers in superconduc-
tors are quasiparticles with electric charge equal to 2e (Cooper pairs).

If we consider a massive cylinder in an external (longitudinal) magnetic field
B made of type I superconductor, it will undergo first order phase transition
to normal state if we reach thermodynamic critical field Bct discussed above.
For type II superconductor, even before we reach the thermodynamic critical
field Bct it becomes favorable thermodynamically to form some small regions of
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normal phase inside the cylinder and the unusual penetration of magnetic field to
the body of superconductor, in the form of the so called Abrikosov’s vortices of
normal phase, oriented along the field, and allowing magnetic field to penetrate
inside. It first becomes possible, when the external field reaches the value of the
so called first (or lower) critical field Bc1. For B < Bc1 superconductor is in the
usual Meissner state (no field inside). If we start from metal in normal state in
high external field, the lowering of this field up to some second (or upper) critical
magnetic field Bc2 > Bc makes it favorable for finite regions of superconducting
phase forming inside the normal metal. Thus, in the field region Bc1 < B < Bc2
type II superconductors is in the mixed (Shubnikov) phase. Phase diagram of
such superconductor in magnetic field is shown schematically in Fig.6-3.

Figure 6.3: Phase diagram of type II superconductor in magnetic field. Dashed
line shows thermodynamic critical field Bct.

The value of Bc2 can be determined from GL theory. It is clear that for
B < Bc2, but close to it, nuclei of superconducting phase possess small values
of the order parameter Ψ (Ψ → 0 for B → Bc2). Then we can write down the
linearized GL equation:

1

4m
(−i~∇− 2e

c
A)2Ψ = |a|Ψ, (6.106)

which has the form of Scroedinger equation for a particle with mass 2m and
charge 2e in magnetic field. The value of |a| in the right hand side of this
equation plays the role of an energy level. Boundary condition at infinity is
Ψ = 0. Now remember the quantum mechanical (Landau) problem of a charged
particle in constant homogeneous magnetic field [5]. Minimal value of energy for
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such a particle is E0 = ~ωB/2, where cyclotron frequency ωB = 2|e|B/2mc =
|e|B/mc. Starting from this value we have the continuous energy spectrum.
Thus our superconducting nuclei can exist only for:

|a| > |e|~
2mc

B (6.107)

so that

Bc2 =
2mc|a|
|e|~

=
√
2κBc = ϕ0

1

2πξ2(T )
(6.108)

where we have introduced ϕ0 = πc~
|e| – elementary flux quantum of superconduc-

tivity theory introduced above, and also determining the magnetic flus through
a single Abrikosov’s vortex. During the derivation of the last equalities we have
used Eqs. (6.88), (6.101) and (6.102).

Description of the vortex structure of the mixed state of type II super-
conductors by Abrikosov remains one of the most remarkable achievements of
Ginzburg – Landau theory. Unfortunately, we have to limit ourselves only to
this qualitative discussion.

Finally, let us discuss shortly the limits of applicability of GL theory. First
of all it is necessary to satisfy the condition of Tc−T ≪ Tc, which is equivalent
to ξ(T ) ≫ ξ0. Then we can use Landau expansion. However, for T → Tc the
validity of GL theory is limited also by the general condition of applicability of
Landau theory of phase transitions, connected with the growth of order param-
eter fluctuations in immediate vicinity of Tc (in the so called critical region to
be discussed later). In case of superconductivity this is a very weal limitation.
Later, during the discussion of order parameter fluctuations in Landau theory
we shall see that its region of validity (where we can neglect fluctuations) is
expressed vis GL coefficients by the following inequality:

Tc − T ≫ b2T 2
c

α(~2/m)3
(6.109)

Estimating the right hand side here using microscopic values of these coefficients
derived in BCS theory, we get:

Tc − T

Tc
≫
(
Tc
εF

)4

(6.110)

Due to the smallness of the ratio Tc/εF ∼ 10−3−10−4 in usual superconductors
(usual metals), we can conclude that this limitation is practically irrelevant. Sit-
uation change in high – temperature superconductors, where the critical region
becomes observable.
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Chapter 7

FLUCTUATIONS

7.1 Gaussian distribution.

Physical observables, characterizing the macroscopic body, with high accuracy
are equal to their average values. However, small deviations form the average
value always take place – there are fluctuations! Let us discuss the ways to find
probability distributions for fluctuations1.

Consider an arbitrary closed system, and let x is some physical parameter,
characterizing our system or its part. In the following it is convenient to assume
that the average value < x > is already subtracted from x, so that below we
always have < x >= 0. In most case < x >= x∗, where x∗ is the most
probable value of x. During our general discussion of entropy we have seen (cf.
(1.180)), knowledge of the entropy as a function of some macroscopic parameters
x = (x1, x2, ..., xn), we can find the probability of their specific values as:

w(x) = C exp{S(E,N, V, x)} (7.1)

which is called Boltzmann’s principle. Thus, the probability to find a value
of some physical characteristic x in the interval x, x + dx is proportional to
expS(x), where S(x) is entropy as function of an exact value of x. This is a
way to define probability distribution of x in most general way, allowing to find
the appropriate average values and fluctuations. Eq. (7.1) is the starting point
of theory of fluctuations developed by Einstein.

If < x > is not subtracted from x, we should note that in equilibrium
the entropy is equal to S0 = S(< x >). Then the probability for system
to be in a state, characterized by the value of x, belonging to the interval
< x >,< x > +dx, takes the form:

dw = w(x)dx = C̃ exp[S(x)− S(< x >)]dx = C̃e∆Sdx (7.2)

where ∆S is the entropy change due to fluctuation dx. In Eq. (7.1) the value
of e−S(<x>) is simply absorbed into normalization constant C.

Consider the limits of applicability of Eqs. (7.1) and (7.2). All previous
arguments implicitly assumed the classical nature of x. Thus, it is necessary to
find the condition for quantum effects to be neglected. From quantum mechanics

1Below we mainly follow [1].
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it is known [5] that quantum indeterminacy of energy and some other physical
variable x are related by the following relation:

∆E∆x ∼ ~ẋ (7.3)

where ẋ is the classical time derivative of x 2.
Let τ be a characteristic time of change of x, so that ẋ ∼ x/τ and

∆E∆x ∼ ~x
τ

(7.8)

It is clear that we can speak about well defined value of x only if ∆x ≪ x, so
that it is necessary to have

∆E ≫ ~
τ

(7.9)

i.e. the quantum indeterminacy of energy must be large in comparison to ~/τ .
Then the entropy of the system has indeterminacy

∆S ≫ ~
Tτ

(7.10)

For Eqs. (7.1) and (7.2) to be valid, it is necessary for indeterminacy of entropy
to be small in comparison to unity:

T ≫ ~
τ

τ ≫ ~
T

(7.11)

This is the condition we seek. At low enough temperatures and in case of very
fast changes of x in time (small τ !), fluctuations can not be considered as classical
(thermodynamic), they become quantum! Below we shall limit ourselves only
to the case of classical fluctuations.

Let us return to Eq. (7.1). Entropy S has a maximum at x =< x >= 0.
Then:

∂S

∂x

∣∣∣∣
x=0

= 0,
∂2S

∂x2

∣∣∣∣
x=0

< 0. (7.12)

The value of x due to fluctuation is small. Expanding S(x) in powers of x ut to
the second order, we have:

S(x) = S(0)− β

2
x2; β > 0 (7.13)

2Consider two physical variables f and g, described by operators satisfying commutation
relations:

f̂ ĝ − ĝf̂ = −i~ĉ (7.4)

where ĉ is also some operator. In quasiclassical limit ~ → 0, in first approximation ĉ can be
replaced by c-number. Then:

f̂ ĝ − ĝf̂ = −i~c (7.5)

This commutation relation is similar to pxx− xpx = −i~, but with ~ → ~c. Then, in analogy
with Heisenberg relation ∆x∆px ∼ ~, we can conclude that in quasiclassical approximation f
and g satisfy the following indeterminacy relation:

∆f∆g ∼ ~c (7.6)

In particular, when one of the variables is energy f ≡ H and the second operator (ĝ) does not

depend on time, using ġ = i
~ (Ĥĝ − ĝĤ), we obtain c = ġ and quasiclassical indeterminacy

relation takes the form:
∆E∆g ∼ ~ġ (7.7)

For g = x it reduces to (7.3).
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Substituting this to (7.1), we obtain:

w(x)dx = Ae−
β
2 x

2

dx (7.14)

Normalization constant A is defined by
∫∞
−∞ dxw(x) = 1, giving A =

√
β/2π.

We see that probability distribution of fluctuations of x is given by Gaussian
law:

w(x) =

√
β

2π
e−

β
2 x

2

(7.15)

The average square of fluctuation is equal to:

< x2 >=

∫ ∞

−∞
dxx2w(x) =

1

β
(7.16)

Thus, the Gaussian distribution can also be written as:

w(x) =
1√

2π < x2 >
exp

(
− x2

2 < x2 >

)
(7.17)

Function w(x) has a sharper maximum for smaller values of < x2 >.
The knowledge of < x2 > allows to find a similar characteristic for any

function φ(x). Due to smallness of x we have:

< (∆φ)2 >=

(
dφ

dx

)2

x=0

< x2 > . (7.18)

Similarly we can determine the probability of simultaneous fluctuations of
several thermodynamic variables. Let us denote these deviations from equilib-
rium (average) values as x1, x2, ..., xn. Introducing entropy S(x1, x2, ..., xn) we
write this probability distribution as wdx1...dxn ∼ exp[S(x1, ..., xn)]dx1...dxn.
Expanding S in powers of xi up to terms of second order, we get:

∆S = −1

2

n∑
i,k=1

βikxixk = −1

2
βikxixk (7.19)

which is a negative quadratic form. Obviously βik = βki. In last equality we
assume the usual rule of summation over repeating indices. Then:

w = A exp

(
−1

2
βikxixk

)
(7.20)

where A is defined by normalization
∫
dx1...dxnw = 1. Further calculations

proceed as follows. Let us make a linear transformation of xi:

xi = aikx
′
k (7.21)

diagonalizing the quadratic form βikxixk. To get:

βikxixk = x′2i ≡ x′ix
′
kδik (7.22)

we require that coefficients of our transformation (7.22) satisfy the condition:

βikailakm = δlm (7.23)
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Determinant of the matrix in the left hand side is equal to the product of
determinants:

βa2 = 1 β = Detβik a = Detaik (7.24)

The Jacobian of linear transformation xi → x′i is equal to a. Then, after the
linear transformation (7.21) the integral is factorized into the product of n
identical integrals, and taking into account (7.24) we get:

Aa

[∫ ∞

−∞
dx′ exp

(
−1

2
x′2
)]n

=
A√
β
(2π)n/2 = 1 (7.25)

Finally, the Gaussian distribution for several variables is written as:

w =

√
β

(2π)n/2
exp

(
−1

2
βikxixk

)
β = Det|βik| (7.26)

using it we can find:
< xixk >= β−1

ik (7.27)

where β−1
ik is the matrix element of the matrix inverse to βik. For statistically

independent fluctuations of x1 and x2 the average of their product factorizes:
< x1x2 >=< x1 >< x2 >= 0, so that β−1

12 = 0. In case of Gaussian distribu-
tion, the inverse theorem is also valid. If < x1x2 >= 0 (i.e. β−1

12 = 0), then
fluctuations of x1 and x2 are statistically independent.

7.2 Fluctuations of basic physical properties.

Let us calculate mean square fluctuations of basic thermodynamic variables of
some separate small part of macroscopic body. This small part is assumed still
to contain large enough number of particles.

For such variables as energy or volume, which also have direct mechanical in-
terpretation, the notion of fluctuation is obvious. However, it needs clarification
for such variables as entropy and temperature, as definition of these variables is
necessarily connected with system evolution during finite time intervals.

Probability w can be written as:

w ∼ exp∆S (7.28)

where ∆S is entropy change due to fluctuation. From thermodynamics we know
[1] that

∆S = −Rmin
T0

(7.29)

where Rmin is minimal work, necessary for reversible change of thermodynamic
variables in the given small part of the body (due to fluctuation), while the rest
of the system plays a role of a bath with temperature T0. Thus:

w ∼ exp

(
−Rmin

T0

)
(7.30)

Now we can substitute here (for fixed temperature and pressure of the bath):

Rmin = ∆E − T0∆S + P0∆V (7.31)
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where ∆E,∆S,∆V are changes of energy, entropy and volume of the small part
of the system sue to fluctuation, while T0 and P0 are temperature and pressure
of the bath, i.e. temperature and pressure of our system in equilibrium. Below
we drop index zero and understand that coefficients are taken at equilibrium.
The we obtain:

w ∼ exp

(
−∆E − T∆S + P∆V

T

)
∼ exp

(
−∆Φ

T

)
(7.32)

where ∆Φ is the change of thermodynamic potential due to fluctuation. For
∆V = 0, i.e. in the absence of volume fluctuations, we have:

w ∼ exp

(
−∆F

T

)
(7.33)

here ∆F is the free energy change due to fluctuation.
Note that Eqs. (7.32) and (7.33) are actually applicable to arbitrary fluctu-

ations, both small and large. In case of small fluctuations we may proceed as
follows. Expanding ∆E in power series we get:

∆E − T∆S + P∆V =
1

2

[
∂2E

∂S2
(∆S)2 + 2

∂2E

∂S∂V
∆S∆V +

∂2E

∂V 2
(∆V )2

]
(7.34)

where first order terms in the expansion of ∆E cancelled out as ∂E
∂S = T and

∂E
∂V = −P . It is easily seen that (7.34) can be rewritten as:

1

2

[
∆S∆

(
∂E

∂S

)
V

+∆V∆

(
∂E

∂V

)
S

]
=

1

2
(∆S∆T −∆P∆V ). (7.35)

Then we obtain the probability of fluctuation as:

w ∼ exp

(
∆P∆V −∆T∆S

2T

)
. (7.36)

From this general expression we can find fluctuations of different thermodynamic
variables.

First, let us choose V and T as independent variables. Then:

∆S =

(
∂S

∂T

)
V

∆T +

(
∂S

∂V

)
T

∆V =
Cv
T

∆T +

(
∂P

∂T

)
V

∆V (7.37)

∆P =

(
∂P

∂T

)
V

∆T +

(
∂P

∂V

)
T

∆V. (7.38)

Substituting these expressions into (7.36) we can see, that terms with ∆V∆T
cancel, and what remains is:

w ∼ exp

{
− Cv
2T 2

(∆T )2 +
1

2T

(
∂P

∂V

)
T

(∆V )2
}
. (7.39)

This expression factorizes into two factors, depending only on ∆T or ∆V . Thus,
the fluctuations of temperature and volume are statistically independent:

< ∆T∆V >= 0 (7.40)
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Comparing each of two factors in Eq. (7.39) with general expression for Gaussian
distribution (7.17), we find the following expressions for mean square fluctua-
tions of temperature and volume:

< (∆T )2 >=
T 2

Cv
(7.41)

< (∆V )2 >= −T
(
∂V

∂P

)
T

. (7.42)

Positivity of these expressions is guaranteed by thermodynamic inequalities
Cv > 0 and (∂P/∂V )T < 0 [1].

Choose now P and S as independent variables in Eq. (7.36). Then:

∆V =

(
∂V

∂P

)
S

∆P +

(
∂V

∂S

)
P

∆S (7.43)

∆T =

(
∂T

∂S

)
P

∆S +

(
∂T

∂P

)
S

∆P =
T

Cp
∆S +

(
∂T

∂P

)
S

∆P (7.44)

But according to dW = TdS + V dP we have
(
∂V
∂S

)
P
= ∂2W

∂P∂S =
(
∂T
∂P

)
S
, then:

∆V =

(
∂V

∂P

)
S

∆P +

(
∂T

∂P

)
S

∆S (7.45)

Substituting ∆V and ∆T into (7.36), we obtain:

w ∼ exp

{
1

2T

(
∂V

∂P

)
S

(∆P )2 − 1

2Cp
(∆S)2

}
(7.46)

As before, this expression factorizes in two factors, depending on ∆P and ∆S.
Thus:

< (∆S)2 >= Cp (7.47)

< (∆P )2 >= −T
(
∂P

∂V

)
S

(7.48)

From relations obtained above it is seen that mean square fluctuations of
additive thermodynamic variables, such as volume and entropy, are proportional
to the size (volume) of those part of the system, to which they are related.
Accordingly, these fluctuations are ∼

√
V , while relative fluctuations are ∼

1/
√
V . At the same time, for temperature and pressure already mean square

fluctuations are inversely proportional to the square root of volume.
Expressions for fluctuations of thermodynamic variables can also be obtained

directly from Gibbs distribution. As an example, let us consider fluctuations of
particle number. Using the grand canonical distribution we have:

< N >= e
Ω
T

∑
N

Ne
µN
T

∑
n

e−
EnN

T (7.49)

Differentiating this expression by µ (at constant V and T ), we get:

∂ < N >

∂µ
=

1

T
e

Ω
T

∑
N

(
N2 +N

∂Ω

∂µ

)
e

µN
T

∑
n

e−
EnN

T =

=
1

T

(
< N2 > + < N >

∂Ω

∂µ

)
(7.50)
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But ∂Ω/∂µ = − < N >, so that:

∂ < N >

∂µ
=

1

T
(< N2 > − < N >2) =

1

T
< (∆N)2 >, (7.51)

and accordingly:
< (∆N)2 >= T (∂ < N > /∂µ)T,V . (7.52)

From these expressions it is clear that mean square fluctuations of such variables
as energy, volume and pressure tend to zero as T → 0. This is a general
property of all thermodynamic variables, which also have direct mechanical
meaning, but it is not so in general for such purely thermodynamic variables
as entropy and temperature. According to Eq. (7.41), for fixed energy, we can
not attribute to our system the well defined temperature, it fluctuates and Eq.
(7.41) characterizes the limits for precise determination of the temperature of
an isolated system.

7.3 Fluctuations in ideal gases.

Consider now calculations of < (∆N)2 > from another point of view. According
to Eq. (7.42) fluctuations of volume are given by < (∆V )2 >= −T

(
∂V
∂P

)
T
.

Dividing both parts of this equality by N2, we find fluctuation of the volume
per one particle:

< (∆
V

N
)2 >= − T

N2

(
∂V

∂P

)
T

(7.53)

This allows us to find fluctuation of particle number in any separate volume
inside the body. The volume V is fixed, so that ∆ V

N = V∆ 1
N = − V

N2∆N , and
substitution into Eq. (7.53) gives:

< (δN)2 >= −T N
2

V 2

(
∂V

∂P

)
T

(7.54)

Using now the equation of state of an ideal gas giving V = NT/P , we obtain:

< (∆N)2 >= N (7.55)

Then the relative fluctuation is:

< (∆N)2 >1/2

N
=

1√
N
. (7.56)

Consider now fluctuations of particle distribution over different quantum states.
Let nk be the number of particles in k-th quantum state. Due to total indepen-
dence of this (sub)system of particles from the rest of the system (gas), we may
apply to it Eq. (7.52):

< (∆nk)
2 >= T

∂ < nk >

∂µ
(7.57)

For Fermi – gas, after the substitution of < nk >= [e(εk−µ)/T +1]−1 we obtain:

< (∆nk)
2 >=< nk > (1− < nk >). (7.58)
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Similarly, for Bose – gas:

< (∆nk)
2 >=< nk > (1+ < nk >). (7.59)

For Boltzmann gas, after substitution of < nk >= e(µ−εk)/T , we obtain:

< (∆nk)
2 >=< nk > (7.60)

Previous expressions of Eqs. (7.58) and (7.59) reduce to (7.60) for nk ≪ 1. Let
us sum (7.58) and (7.59) over the group of Gj close levels, containing Nj =

∑
nk

particles. Due to statistical independence of fluctuations of different nk we have:

< (∆Nj)
2 >= Gj < nj > (1∓ < nj >) = Nj

(
1∓ < Nj >

Gj

)
(7.61)

where < nj > is the average value of < nk > close to each other, and < Nj >=<
nj > Gj .

These expressions can be applied e.g. to photon gas, putting in (7.59) µ =
0. Consider the set of quantum states of photons (in volume V ) with close
frequencies, belonging to a small interval ∆ωj . The number of the relevant
states is Gj = V ω2

j∆ωj/π
2c3. The total energy of the quanta in this frequency

interval is given by E∆ωj
= Nj~ωj . Multiplying (7.61) by (~ωj)2 and dropping

index j, we obtain the following Einstein expression for the fluctuation of photon
gas energy E∆ω in the given frequency interval ∆ω:

< (∆E∆ω)
2 >= ~ωE∆ω +

π2c3(E∆ω)
2

V ω2∆ω
. (7.62)

Let us consider also fluctuations of particle number within the given volume
of an ideal gas V . In principle we can analyze bug enough fluctuations with
N− < N > of the order of < N >. This is relevant only for Boltzmann gas, as
in Fermi and Bose gases probability of such fluctuations becomes noticeable only
in such small volumes, that quantum fluctuations become important. According
to grand canonical ensemble, distribution of N particles of the gas over different
quantum states is proportional to

exp

{
Ω+ µN −

∑
εk

T

}
, (7.63)

where
∑
εk is the sum of energies of particles. To obtain probability distribution

wN we have to sum this expression over all states of the particles in the given
volume V . Performing summation independently over the states of each particle,
we have to divide the result by N !, so that:

wN =
eΩ/T

N !

(∑
k

e
µ−εk

T

)N
(7.64)

The sum standing here is simply the average number of particles in the given
volume: ∑

k

e
µ−εk

T =< N > . (7.65)

Then:

wN = const
< N >N

N !
, (7.66)
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and finding const = e−<N> from normalization3 we obtain:

wN =
< N >N e−<N>

N !
(7.67)

which is the so called Poisson distribution. Using it we can directly show [1],
that the mean square fluctuation of particle number is again:

< (∆N)2 >=< N > (7.68)

and this expression is valid not only for large, but for arbitrary values of < N >.

3This reduces to Ω = −PV = − < N > T , in accordance with equation of state of an ideal
gas.
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Chapter 8

PHASE TRANSITIONS
AND CRITICAL
PHENOMENA

8.1 Mean-field theory of magnetism.

This Chapter is devoted to an elementary introduction into theory of second
order phase transitions and critical phenomena. The simplest microscopic model
of such phase transition is mean (or molecular) field theory of Curie and Weiss,
which gives a qualitative description of a phase transition in ferromagnets. This
model allows us to study the main aspects of the general problem, which are
also characteristic for all other types of second order phase transitions.

Consider first statistical mechanics of free spins in an external magnetic field
(e.g. paramagnet with localized magnetic moments). The Hamiltonian of the
system of N non interacting spins Si in an external magnetic field H is written
as:

H = −gµB
N∑
i=1

SiH (8.1)

where g is gyromagnetic ratio and µB = e~
2mc is Bohr magneton. To shorten

notations in the following we introduce µ̃ = gµB . Quantum states of spin are
defined by its projections on external magnetic field, which are given 2S + 1
possible values (mi = −S,−S + 1, ..., S − 1, S).

Partition functions of this system of spins takes the form:

Z =
∑
S

exp

(
− µ̃

T

N∑
i=1

SiH

)
=

m1=S∑
m1=−S

...

mN=S∑
mN=−S

exp

(
x

N∑
i=1

mi

)
(8.2)

where

x ≡ µ̃H

T
(8.3)
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Summation in Eq. (8.2) is especially simple in case of S = 1/2:

Z =
N∏
i=1


mi=1/2∑
mi=−1/2

exp(xmi)

 =

=
N∏
i=1

2ch

(
1

2
x

)
= 2NchN

(
1

2
x

)
(8.4)

For arbitrary S we have:

Z =

{
exp(−xS)[1− exp{(2S + 1)x}]

1− exp(x)

}N
=

[
sh {(S + 1/2)x}

sh(x/2)

]N
(8.5)

The free energy is now given by:

F (T,H) = −T lnZ = −NT ln

[
sh {(S + 1/2)x}

sh(x/2)

]
(8.6)

Then the magnetization is obtained as:

M(T,H) = −
(
∂F

∂H

)
T

= T
∂

∂H
lnZ =M0BS(Sx) (8.7)

where M0 ≡M(T = 0,H = 0) = NSµ̃ = NSgµB is the maximal possible value
of magnetization, while

BS(x) ≡
2S + 1

2S
cth

(
2S + 1

2S
x

)
− 1

2S
cth

(
1

2S
x

)
(8.8)

is the so called Brillouin function. This function relates the magnetization of
paramagnet and the value of an external magnetic field, graphically it is shown
in Fig. 8-1. For the case of S = 1/2 Brillouin function is given by:

B1/2

(
1

2
x

)
= 2cth(x)− cth(x/2) = th(x/2). (8.9)

From Fig. 8-1 we see that M = 0 for H = 0, in fact it is obvious for
paramagnet state. In ferromagnets situation is different, spins interact with each
other and at low temperatures the system acquires spontaneous magnetization,
which exists also in the absence of external magnetic field, i.e. for H = 0.
Basic assumption of mean field theory approach to magnetic ordering is that
spin – spin interaction produces within the system some mean (or “molecular”)
magnetic field Hm, which is to be added to external field H. It is also assumed
that this field is just proportional to internal magnetization of the system:

Hm = λM(T,H) (8.10)

so that an effective field acting upon each spin is given by:

Heff = H + λM(T,H) (8.11)

Parameter λ > 0 is called molecular field parameter. All relations derived above
remain valid, we only have to substitute H → Heff . In particular, after such
substitution Eq. (8.7) reduces to:

M =M0BS

[
µ̃S

T
(H + λM)

]
(8.12)
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Figure 8.1: Dependence of relative magnetization of paramagnet σ =M/M0 on
parameter µ̃HS/T , described by Brillouin function for different values of spin
S.

Putting now H = 0 we get the equation determining magnetization M :

M =M0BS

(
µ̃λM

T
S

)
(8.13)

Graphic solution of this equation is shown in Fig. 8-2. Eq. (8.13) possesses the
trivial solution M = 0 for arbitrary values of temperature T . However, there
is also the possibility of the second (non trivial) solution for M ̸= 0, when the
initial slope of the curve, representing the right hand side of Eq. (8.13), is more
steep than left hand side. To analyze this situation analytically, we perform
Taylor expansion of Brillouin function:

BS(x) =
S + 1

3S
x− S + 1

3S

2S2 + 2S + 1

30S2
x3 + ... (8.14)

Then the initial slope of the curve for the right hand side of (8.13) is defined
by:

M0

(
S + 1

3S

)
µ̃Sλ

T
= C

λ

T
(8.15)

where we have introduced the so called Curie constant:

C ≡ Nµ̃2S(S + 1)

3
(8.16)

expressing M0 via microscopic parameters, in accordance with an expression
after Eq. (8.7). Now from Eq. (8.15) we can see that the non trivial solution
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Figure 8.2: Graphic solution of equation for magnetization in molecular (mean)
field theory (β = 1/T ).

exists for T < λC, giving the value of the critical temperature of ferromagnetic
phase transition in mean field theory:

Tc = λC (8.17)

For lower temperaturesM ̸= 0 even in the absence of an external magnetic field.
Transition temperature Tc obviously tends to zero as λ→ 0, when we return to
the case of a paramagnet.

Let us consider the origin of molecular field from microscopic point of view.
The majority of models of magnetic ordering is based upon the concept of
exchange interaction between spins, which in the simplest case can be described
by Heisenberg model, with interaction Hamiltonian written as:

H = −1

2

∑
i ̸=j

JijSiSj − µ̃
∑
i

SiH (8.18)

where Jij is the so called exchange integral, which is taken to be positive (the
case of ferromagnetic ordering).

Very popular is also the simplified version of this model called Ising model,
described by the hamiltonian (8.18) with only Sz spin components left. Usually,
Ising Hamiltonian is written as:

H = −1

2

∑
i ̸=j

Jijsisj − µ̃
∑
i

siH (8.19)

where Ising “spins” si = ±1, i.e. take only two values. Actually, the Ising
model can be solved exactly on two – dimensional lattice [1]. This solution, first
obtained by Onsager, is very important for the theory of phase transitions, but
we shall not describe it here.

Mean (molecular) field approximation reduces to the approximate replace-
ment of microscopic Hamiltonian (8.18) by an effective Hamiltonian of the fol-
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lowing form:

H = −
∑
i ̸=j

Jij < Sz > Siz − µ̃
∑
i

SizH (8.20)

where external magnetic field is assumed to be oriented along z – axis, while
< Sz > denotes the average value of z-component of spin on an arbitrary lattice
site. It is clear that (8.20) describes the system of free (non interacting) spins
in an effective (mean or molecular) field, oriented along z-axis and given by:

Heff = H +
J0
µ̃
< Sz >= H +

J0
Nµ̃2

M (8.21)

where
J0 =

∑
j

Jij Jii = 0 (8.22)

It can be said that molecular field on the given lattice site is actually the mean
magnetic field, which is self-consistently created on this site by all other spins
of the system. Comparing Eqs. (8.21) and (8.11), we can see that molecular
field constant λ is determined in this model by the following expression:

λ =
J0
Nµ̃2

(8.23)

From Eq. (8.17) it follows now, that the critical temperature of ferromagnetic
phase transition (Curie temperature) is given by:

Tc =
1

3
J0S(S + 1) (8.24)

In case of spins interacting with nearest neighbors only, i.e. for Jij = J when
the site j is one of the z nearest neighbors of site i, while for other cases Jij = 0,
we have:

Tc =
1

3
zJS(S + 1) (8.25)

Let us return to the simplest case of S = 1/2. According to Eqs. (8.9) and
(8.12) we can write:

M =M0th

[
1

2T
µ̃(H + λM)

]
(8.26)

Introducing dimensionless (relative) variables σ =M/M0 and t = T/Tc, we can
rewrite Eq. (8.26) as:

σ = th

(
1

2

µ̃H

T
+
σ

t

)
(8.27)

Using th(x+ y) = thx+thy
1+(thx)(thy) we rewrite (8.27) as:

h ≡ th

(
µ̃H

2T

)
=

σ − th(σ/t)

1− σth(σ/t)
(8.28)

Near the critical point (H = 0, M = 0, T = Tc) all arguments of hyperbolic
functions in (8.28) are small and we can perform Taylor expansions: thx =
x− 1

3x
3 + 2

15x
5 + .... Then:

h = σ

(
1− 1

t

)
+ σ3

[
1

3t3
+

1− 1/t

t

]
(8.29)
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This is the so called magnetic equation of state, which determines the behavior
of all the relevant physical characteristics of magnet close to the critical point.

For example we can consider magnetization and magnetic susceptibility.
From Eq. (8.28) it is seen, that in zero external field h = 0 and for T < Tc Eq.
(8.29) takes the form:

σ2 =
Tc/T − 1

T 3
c

3T 3 + Tc

T

(
1− Tc

T

) + ... ≈ 3

(
T

Tc

)2
Tc − T

Tc
(8.30)

Thus, we obtain the following behavior of magnetization in zero field close to
Tc (for T < Tc):

σ ∼ |τ |β τ =
T − Tc
Tc

(8.31)

where the critical exponent of magnetization (order parameter) β = 1/2.
Isothermal susceptibility in zero field χT =

(
∂M
∂H

)
T

satisfy the following
relation:

χT =

(
∂M

∂σ

)
T

(
∂σ

∂h

)
T

(
∂h

∂H

)
T

=

(
1

2
Nµ̃

)(
µ̃

2T

)(
∂σ

∂h

)
T

=
C

T

(
∂σ

∂h

)
T

(8.32)
where Curie constant was taken from (8.16) for the case of S = 1/2. Differenti-
ating both sides of (8.29) over h for T ≈ Tc, we get:

1 =
∂σ

∂h

[(
1− 1

t

)
+ 3σ2

(
1

3t3

)]
(8.33)

or, using (8.32),

χT =
C

T

[
τ

t
+
σ3

t3

]−1

. (8.34)

Then, for T > Tc we have σ = 0 for H = 0 and (8.34) reduces to:

χT =
C

T

(
Tc
T

T − Tc
Tc

)−1

=
C

T − Tc
∼ τ−γ (8.35)

where the critical exponent of susceptibility γ = 1. For T < Tc, according to
(8.30) we have σ2 ≈ −3τ , so that from (8.34) we get:

χT ≈ 1

2

C

T

1

(−τ)
∼ |τ |−1 (8.36)

and the critical exponent of susceptibility for T < Tc is also γ
′ = 1.

Direct calculations within mean (molecular) field model show that the spe-
cific heat of the system at T = Tc has a discontinuity ∆CH = 3/2N . Within
this model we can also study the critical behavior of a number of other physical
characteristics of the system, described by appropriate critical exponents.

In general, molecular field model (approximation) gives rather satisfactory
qualitative description of ferromagnetic phase transition. It is easily generalized
to the case of antiferromagnetic transition. In fact, this model is the origin of
a number of similar mean field models for microscopic description of different
phase transitions in many physical systems. For example, the BCS model of
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superconductivity, described above, is the typical mean field model, where the
relevant “mean field” is described by anomalous averages (6.17), (6.18), while the
Hamiltonians (6.15) or (6.16) are direct analogs of (8.20) 1. In superconductivity
theory, this approach actually gives very accurate description of system behavior
close to Tc. For majority of other phase transitions, e.g. in real magnetics, this
description is only qualitative, the experimental values of critical exponents are
significantly different from mean field theory predictions. The physical reason
for these discrepancies is due to the increasing role of fluctuations in the critical
region close to Tc. We shall return to this problem below.

8.2 Quasiaverages∗.

Microscopic theory of phase transitions addresses very important question of
degeneracy of the system ground state and closely related problem of proper
definition of statistical averages. Consider as an example Heisenberg ferromag-
net, described by the Hamiltonian (8.18). In the absence of an external magnetic
field (for H = 0) this Hamiltonian is obviously invariant with respect to rota-
tions in three–dimensional space. It is clear as in this case (8.18) depends only
on scalar products of spins on different lattice sites. However, ferromagnetic
ground state is not invariant with respect to three–dimensional rotations —
spontaneous magnetization has a definite direction in space and system is in-
variant only with respect to rotations around this direction. At the same time,
it is obvious that the other ground state of the same system, characterized by
other direction of magnetization vector, corresponds to the same energy. Ac-
cordingly, there is an infinite set of ground states, differing only by the directions
of magnetization. Introduction of an external magnetic field (even infinitesimal)
breaks this degeneracy and allows well defined calculations of all statistical av-
erages. This leads to the concept of quasiaverages [23] — one of the central
concepts in the theory of phase transitions.

Let us return to Heisenberg model in the absence of an external magnetic
field:

H = −1

2

∑
i ̸=j

JijSiSj (8.37)

The total spin of this system:

S =
∑
j

Sj (8.38)

is an integral of motion (this is valid for each of its components, in quantum
mechanics each one commutes with the Hamiltonian of the system). Consider
now commutation relations:

SxSy − SySx = iSz

SySz − SzSy = iSx

SzSx − SxSz = iSy (8.39)

Using these relations we can write:

iSp(Sze
−H

T ) = Sp[(SxSy − SySx)e
−H

T ] (8.40)

1BCS Hamiltonian can even be rewritten via some “pseudospin” operators (introduced by
Anderson), when it is reduced practically to the same form as (8.20).
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As Sx commutes with H we get:

Sp(SySxe
−H

T ) = Sp(Sye
−H

T Sx) = Sp(SxSye
−H

T ), (8.41)

so that
Sp(Sze

−H
T ) = 0. (8.42)

Similarly we find that:

Sp(Sxe
−H

T ) = 0 Sp(Sye
−H

T ) = 0 (8.43)

Let us introduce the magnetization of the unit volume as:

M =
µ̃

V

∑
j

Sj =
µ̃

V
S. (8.44)

Then:
Sp(Me−

H
T ) = 0 (8.45)

so that the average magnetization:

<M >= lim
V→∞

Sp(Me−
H
T )

Sp(e−
H
T )

= 0. (8.46)

Thus, the standard definition of statistical (Gibbs) average leads to the zero
average magnetization, which correspond to the invariance of the system with
respect to three–dimensional rotations.

Let us stress that this result is valid for arbitrary temperatures, e.g. for
temperatures below the Curie temperature. It may seem paradoxical, as for
T < Tc the system acquires spontaneous magnetization. However, the direction
of magnetization vector in the absence of an external field is arbitrary, so that
the (statistical) equilibrium state is actually infinitely degenerate.

Let us introduce the external magnetic field νe(ν > 0, e2 = 1), replacing the
Hamiltonian (8.37) by

Hνe = H + νV eM. (8.47)

Then, for temperatures below the Curie temperature we have

<M >= eMν (8.48)

whereMν will have a finite (nonzero) limit as the intensity ν of the external field
tends to zero. Formally we can say that here we observe a kind of “instability”
of usual definition of averages due to the addition to Hamiltonian a term with
infinitesimal external field2 and the average value of < M > acquires finite
value:

em where m = lim
ν→0

Mν . (8.49)

Now it is convenient to introduce the concept of the quasiaverage. Consider
some dynamic variable A, built on spin operators. Then its quasiaverage is
defined as:

≺ A ≻= lim
ν→0

< A >νe (8.50)

2It is assumed that we first perform thermodynamic limit of statistical mechanics V → ∞,
and only after that we tend ν to zero.
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where < A >νe is the usual statistical average of A with Hamiltonian Hνe.
Thus, the degeneracy is actually reflected in quasiaverages via their depen-

dence on the arbitrary direction of the unit vector e. The usual average is given
by:

< A >=

∫
≺ A ≻ de (8.51)

i.e. is obtained by integration over all directions of e. Obviously quasiaverages
are more convenient and “physical”, in comparison with usual averages, if we
are dealing with degenerate equilibrium states. In fact, in practical calcula-
tions in phase transition theory we are always using quasiaverages (explicitly or
implicitly).

As another example we can mention BCS theory of superconductivity. As
we noted above, BCS state breaks gauge symmetry related to particle number
conservation, which is reflected in the appearance of anomalous averages like
(6.17), (6.18). Here we do not have the real physical field, breaking this sym-
metry, as in the case of external magnetic field breaking rotational symmetry
of Heisenberg ferromagnet. However, instead we can introduce the fictitious
infinitesimal “source” of Cooper pairs in BCS Hamiltonian (6.12), writing it as:

Hν = H − ν
∑
p

[a−p↓ap↑ + a+p↑a
+
−p↓] (8.52)

which explicitly breaks particle number conservation (gauge symmetry). Ac-
cordingly, all the averages in superconducting state are to be understood as
quasiaverages obtained with Hamiltonian (8.52), with ν → 0 at the end of cal-
culations. Naturally, all these averages depend on the arbitrary phase angle
ϕ. While discussing the superconducting state above we just assumed ϕ = 0,
which is quite similar to fixing the direction of magnetization of Heisenberg fer-
romagnet in mean field theory approach, which we oriented along the arbitrary
direction of z-axis, defined by the direction of an external magnetic field. Quite
similarly we can analyze the Bose condensation [23].

In fact, discussing any kind of phase transition we always assume the in-
troduction of an infinitesimal Bogolyubov’s field or “source”, lifting (breaking)
the appropriate symmetry. Then, during all calculations we have to take into
account for appropriate anomalous averages, breaking the symmetry of the ini-
tial Hamiltonian. “Condensed” state after the phase transition (appearing for
T < Tc) is characterized by finite values of anomalous averages, which remain
nonzero even after the external field (or “source”) is put to zero, i.e. for ν → 0.
In “normal” phase (for T > Tc) anomalous averages tend to zero as ν → 0, and
the appropriate symmetry remains unbroken. In this sense, all phase transitions
of the second order are associated with “spontaneous” breaking of some (usually
continuous) symmetry.

8.3 Fluctuations of the order parameter.

Let us discuss now fluctuations of the order parameter. We have already noted
above that these fluctuations become important near the critical temperature
of transition, significantly modifying the results of mean field theories. Our
analysis will be essentially based on Landau theory, as a typical mean field
theory of second order phase transitions.
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In most cases, the order parameter in Landau theory can be represented by n
– component vector, either in the usual coordinate space, or in some associated
space, according to the nature of symmetry breaking during the phase transition.
In Heisenberg model this is the usual three – component vector (magnetization),
in Ginzburg – Landau superconductivity theory this is the complex (i.e. two
- component) wave function of Cooper pairs condensate etc. Below we shall
analyze the simplest possible variant of the phase transition, described by single
– component order parameter η, which corresponds e.g. to the Ising model3.

In thermodynamics, the minimal work necessary to create some fluctuation
out of equilibrium state of the system (at fixed pressure and temperature) is
equal to the appropriate change of thermodynamic potential ∆Φ. Thus, accord-
ing to Eq. (7.32) the probability of fluctuation at fixed P and T is estimated
as:

w ∼ exp

(
−∆Φ

T

)
(8.53)

Let us denote the equilibrium value of η as η̄. For small deviation from equilib-
rium write:

∆Φ =
1

2
(η − η̄)2

(
∂2Φ

∂η2

)
P,T

(8.54)

The equilibrium value of the order parameter is determined by Landau expan-
sion:

Φ(T, P, η) = Φ0(P, T ) + atη2 +Bη4 − ηhV (8.55)

where t = T −Tc(P ), and h is an external field interacting with order parameter
(e.g. magnetic field in Ising model). Using Eq. (8.55) we define the equilibrium
value of the order parameter η̄ from:(

∂Φ

∂η

)
T,h

= 0 (8.56)

which reduces to:
2atη̄ + 4Bη̄3 = hV (8.57)

which is equivalent to the result (8.29) derived from mean (molecular) field
theory. The solution of Eq. (8.57) for h→ 0 has the form:

η̄2 = 0 for t > 0

η̄2 = − at

2B
for t < 0 (8.58)

so that the critical exponent of the order parameter is equal to 1/2, the same
value as in Eq. (8.31).

Susceptibility is defined as:

χ =

(
∂η̄

∂h

)
T ;h→0

(8.59)

Differentiating (8.57), we obtain for h→ 0:

∂η̄

∂h
=

V

2at+ 12Bη̄2
(8.60)

3We drop the discussion of very important symmetry aspects of Landau theory, related to
specific type of the crystal lattice [1] and assume our system homogeneous and isotropic.
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Substituting now (8.58) we get:

χ =
V

2at
for t > 0

χ =
V

−4at
for t < 0 (8.61)

which is similar to Eqs. (8.35), (8.36) and demonstrate the divergence of χ ∼
|T − Tc|−1, so that the critical exponent of susceptibility γ = γ′ = 1, as we
obtained in molecular field approximation. In fact, Landau theory is a typical
mean field theory and all critical exponents are obtained the same as in similar
microscopic models.

Using (8.60) we can write:

χ = V

[(
∂2Φ

∂η2

)
h=0

]−1

(8.62)

Thus, the probability of fluctuation is determined from (8.53) and (8.54) by the
following expression:

∆Φ =
1

2
(η − η̄)2

V

χ
(8.63)

w ∼ exp

[
− (η − η̄)2V

2χTc

]
(8.64)

Now, in accordance with general form of Gaussian distribution (7.17), we obtain
the mean square of order parameter fluctuation as:

< (∆η)2 >=
Tcχ

V
∼ 1

|t|
for T → Tc (8.65)

We see that fluctuations grow close to Tc and diverge as ∼ |T − Tc|−1.
For more deep understanding of physical nature of this phenomenon, it is

useful to find the spatial correlation function of order parameter fluctuations.
For inhomogeneous system (fluctuations actually create inhomgeneities!) ther-
modynamic potential is conveniently written as Φ =

∫
dV Φ(r), where Φ(r) is

its density (which is a function of coordinate). We shall actually use ther-
modynamic potential Ω(T, µ) and consider some volume V within the body,
containing variable number of particles N . Potential Ω(T, µ, η), for the unit
volume, can be expanded in the usual Landau form, similar to (8.55):

Ω(T, µ, η) = Ω0(T, µ) + αtη2 + bη4 − ηh (8.66)

where α = a/V, b = B/V, t = T −Tc(µ). This form of expansion is valid for ho-
mogeneous case. In inhomogeneous system it must contain spatial derivatives of
the order parameter η. For long wavelength fluctuations we can limit ourselves
to lowest order derivatives and their lowest powers. Terms linear in derivatives
like f(η) ∂η∂xi

reduce to surface integrals after volume integration, thus corre-
sponding to irrelevant surface effects. We shall limit ourselves to the simplest
case (valid for crystals of cubic symmetry), when the density of thermodynamic
potential can be written as:

Ω = Ω0 + αtη2 + bη4 + g(∇η)2 − ηh (8.67)
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For homogeneous state to be stable, we have to require that g > 0, in opposite
case Ω does not have minimum for η = const.

Considering fluctuations ay fixed µ and T , we write fluctuation probability
as:

w ∼ exp

(
−∆Ω

T

)
(8.68)

because the minimal work required to bring the system out of equilibrium under
these conditions is given by Rmin = ∆Ω.

Let us consider fluctuations in symmetric (e.g. paramagnetic) phase (at
h = 0), when η̄ = 0, so that ∆η = η. Limiting ourselves to second order terms
over fluctuations, we can write the change of Ω as4:

∆Ω =

∫
dV {αt(η)2 + g(∇η)2} (8.70)

Let us introduce Fourier expansion of η(r):

η(r) =
∑
k

ηke
ikr η−k = η∗k (8.71)

Then its gradient can be written as:

∇η(r) =
∑
k

ikηke
ikr (8.72)

Substitution of these expressions into Eq. (8.70) and volume integration leaves
non zero only terms containing the products like ηkη−k = |ηk|2. Then we obtain:

∆Ω = V
∑
k

(gk2 + αt)|ηk|2 (8.73)

so that:

< |ηk|2 >=
T

2V (gk2 + αt)
(8.74)

This expression is usually called Ornstein – Zernike correlator. From this ex-
pression it is clear that only the long wavelength fluctuations with k ∼

√
αt/g

grow as t → 0. Actually, the expression (8.74) is valid only for long enough
wavelengths k−1, which are large in comparison to average interatomic distance
a.

Let us define correlation function in coordinate space as:

G(r1 − r2) =< η(r1)η(r2) > (8.75)

This can be calculated as:

G(r) =
∑
k

< |ηk|2 > eikr = V

∫
d3k

(2π)3
eikr < |ηk|2 > (8.76)

4Note that quite similar results can be obtained at the other side of transition, in broken
symmetry phase. Here we have non zero η̄ = (−αt/2b)1/2 and the change of Ω, up to terms
of the order of ∼ (∆η)2, we get:

∆Ω =

∫
dV {−2αt(∆η)2 + g(∇η)2} (8.69)

Thus, for any characteristics of the system we obtain expressions, which differ from those for
symmetric phase by substitution of αt by 2α|t|.
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Then from (8.74) we obtain5:

G(r) =
Tc

8πgr
exp

(
−r
ξ

)
(8.78)

where

ξ =

√
g

αt
∼ (T − Tc)

−1/2 (8.79)

Parameter ξ is called correlation length of fluctuations and defines the charac-
teristic distance for decay of their correlations. We have already met with this
length in Ginzburg – Landau theory, where it was called coherence length. Di-
vergence of ξ for T → Tc(T > Tc) corresponds to the appearance (at T = Tc) of
long range order. Correlation length critical exponent ν = 1/2, which is again
the standard result of the mean field theory.

For r = 0 the integral in (8.76) determines the average square of order
parameter fluctuation η(r) at the given point of space. Its divergence is directly
related to inapplicability of Eq. (8.74) for large k ∼ a−1. This is easily avoided
by the introduction of the cutoff:

G(0) =
T

4π2

∫ k0

0

dkk2
1

gk2 + αt
(8.80)

where k0 ∼ 1/a. Here we observe the significant dependence on the spatial
dimensions. For d-dimensional space instead of (8.80) we have to write:

G(0) ∼
∫ k0

0

dkkd−1 1

k2 + ξ−2
(8.81)

This integral is easily estimated as:

G(0) ∼
∫ k0

ξ−1

dkkd−3 ∼


k0 − ξ−1 d = 3
ln(k0ξ) d = 2
ξ − 1

k0
d = 1

(8.82)

From this estimate we see that for T → Tc, when ξ → ∞, the average square
of the order parameter fluctuation at the given point is finite for d = 3 and
diverges for d = 1, 2. This reflects the impossibility of the existence of long
range order in one – dimensional and two – dimensional systems [1]. Let us stress
that here the relevant divergence of the integral in (8.82) is at low integration
limit (“infrared” divergence), not at the upper limit, where it is regularized
by cutoff. In the theory of critical phenomena spatial dimensionality d = 2 is
called the lower critical dimensionality. The reasoning presented here is rather

5Here we use the following expressions for Fourier transformation:∫
dV

e−κr

r
eikr =

4π

k2 + κ2∫
d3k

(2π)3
eikr

k2 + κ2
=
e−κr

4πr
(8.77)

These are most easily obtained if we note that φ(r) = e−κr

4πr
satisfies differential equation:

∇2φ−κ2φ = −4πδ(r). Multiplying both sides of this equation by e−ikr and integrating over
whole space (performing partial integration of e−ikr∇2φ twice) we obtain the required result.
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crude, but it qualitatively valid. More accurate proof of the impossibility of
the long range order in low – dimensional systems requires also an analysis of
situation for T < Tc [26]. In fact, the lower critical dimensionality d = 2 only for
phase transitions breaking the continuous symmetry, while for Ising like single
– component order parameter the lower critical dimension d = 1. This is clear,
for example, from an exact Onsager solution for two – dimensional Ising model,
which demonstrates the existence of the phase transition for d = 2 [1].

To avoid confusion we note that Eq. (8.65) determines fluctuations of order
parameter η, averaged over the volume V with linear dimensions L≫ ξ. Let us
denote it by < η2 >V . The average of η(r) over the volume V is given by ηk=0.
Thus, it is natural that for k = 0 (8.74) coincides with (8.65), so that:

χ =
V

Tc

∫
drG(r) (8.83)

The value of < η2 >V can be directly obtained also from correlation function:

< η2 >V=
1

V 2

∫
dr1dr2 < η(r1)η(r2) >=

1

V

∫
dV G(r) (8.84)

Now we can formulate the criterion of applicability of Landau theory of
phase transitions (or mean field theory), based on expansion (8.67). For the
validity of this theory we have to demand that the mean square fluctuations
of the order parameter η, averaged over the correlation volume ∼ ξ3, be small
compared with the equilibrium value of the order parameter η̄2 ∼ α|t|/b. Using
(8.65) with V ∼ ξ3 we come to the condition:

Tcχ

ξ3
≪ α|t|

b
(8.85)

or, taking χ and ξ from (8.61) and (8.79):

α|t| ≫ T 2
c b

2

g3
(8.86)

This condition is usually called Ginzburg criterion for the applicability of Lan-
dau theory of phase transitions6. This inequality define the size of the so called
critical region around Tc, where fluctuations are large and significantly change
the mean field picture of the phase transition, e.g. the critical exponents7. The
description of the system within the critical region is the field of the theory of
critical phenomena [26]. Some aspects of this theory will be discussed in the
next section.

8.4 Scaling.

The theory of critical phenomena introduces the following standard set of char-
acteristics of the system and appropriate critical exponents, determining the

6Expansion in powers of t = T − Tc in Landau coefficients requires also the validity of
condition t ≪ Tc. For this to be in agreement with (8.86) it is necessary also to satisfy:
Tcb

2

αg3
≪ 1.

7Above we already mentioned Ginzburg criterion while discussing the limits of Ginzburg
– Landau theory of superconductivity. We have seen that in superconductors the size of the
critical region is negligible.
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singular behavior of these characteristics at the critical point, as function of the
parameter τ = T−Tc

Tc
→ 0.

Order parameter:
η̄ ∼ |τ |β T → Tc − 0 (8.87)

η̄ ∼ h
1
δ T = Tc (8.88)

Susceptibility:

χ ∼
{
τ−γ T → Tc + 0

|τ |−γ′
T → Tc − 0

(8.89)

Correlation function of order parameter (d is spatial dimensionality):

G(r) ∼ exp (−r/ξ)
rd−(2−η) (8.90)

where correlation length:

ξ ∼
{
τ−ν T → Tc + 0

|τ |−ν′
T → Tc − 0

(8.91)

At the critical point itself:

G(r) ∼ 1

rd−(2−η) (8.92)

G(k) ∼ 1

k2−η
(8.93)

Critical exponent α of specific heat is introduced in a similar way:

C(τ, h = 0) =
A+

α
[τ−α − 1] +B+ T → Tc + 0 (8.94)

C(τ, h = 0) =
A−

α′ [|τ |
−α′

− 1] +B− T → Tc − 0 (8.95)

with α = 0 corresponding to logarithmic singularity.
Theoretical problem of description of critical phenomena reduces to deriva-

tion of these expressions and calculation of critical exponents α, α′, β, γ, γ′, δ, η, ν, ν′.
Significant progress in the studies of critical phenomena was achieved after

the introduction of the concept of scaling or scale invariance. This is essentially
based on the idea that the growth of correlation length close to Tc leads to
significant interaction of fluctuations, which defines the singular behavior of
physical characteristics at critical point. At the same time, as correlation length
becomes much larger than interatomic spacing ξ ≫ a, the microscopic details
of interactions are probably not so important. Hypothesis of scale invariance
(scaling) assumes that the singular dependence of physical characteristics on
T − Tc is controlled by divergence of correlation length ξ, and it becomes the
only relevant parameter of length in the problem.

Let us discuss scaling using the simple qualitative arguments due to Kadanoff.
For simplicity we consider the system ofN Ising spins (cf. (8.19)) in d-dimensional
lattice, with interaction parameter J , different from zero only between nearest
neighbors. External magnetic field is H. Then the Hamiltonian (8.19) can be
rewritten in units of T as:

H

T
= −K

∑
<ij>

sisj − h
N∑
i=1

si (8.96)
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where we have introduced dimensionless parameters K = J/2T and h = µ̃H/T .

Let us break the lattice into cells with linear dimensions La, where a is
lattice parameter and L is an arbitrary integer (L ≫ 1). (cf. Fig. 8-3). Then
we obtain in total N = N/Ld cells, each containing Ld spins. Below we consider

Figure 8.3: Kadanoff construction for Ising lattice.

only temperatures close enough to Tc, so that correlation length ξ is much larger
than the size of a cell, i.e. ξ ≫ La. It guarantees that each cell, containing Ld

spins, with 1 ≪ L ≪ ξ/a, contains only spins oriented “up” or “down”. Then
the total magnetic moment of each cell sα (α = 1, 2, ...,N ) can be, in some
sense, be considered similarly to the single site moment si. This assumption is
qualitatively valid if the given cell is inside the group of correlated spins. The
resulting moment of this cell is given by Ld, with ± sign. It is convenient to
introduce s̃α = sα/L

d, i.e. normalize spin of the cell by unity. Then, if try to
rewrite the Hamiltonian as a function of cell moments sα (not site moments si),
we can expect it to be of the same form as (8.96) for the standard Ising model,
but with different values of parameters, i.e. with K and h replaced by some KL

and hL:
H

T
= −KL

∑
<α,α′>

s̃αs̃α′ − hL
∑
α

s̃α (8.97)

where the summation is performed over Kadanoff cells numbered by α.

The an external magnetic field h→ 0, the effective field hL in cell formulation
obviously also tends to zero. Similarly, as T → Tc and K → Kc, with Kc =

J
2Tc

given by the initial Ising model, we should get KL → Kc. Thus, we can assume
the following scaling relations:

τL = τLy .. KL = Kc − τLy (8.98)

hL = hLx (8.99)

where τ = Kc−K, τL = Kc−KL. Critical values of interaction parameters are
the same in both formulations, as we assumed their equivalence8. Critical ex-
ponents x and y remain undetermined, but we shall see that all other (physical)

8Parameter τ , defined here, has the same meaning as above in case of J = const. In
principle, we can also consider the phase transition with the change of J at fixed temperature.
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critical exponents can be expressed via these, so that only two critical exponents
are independent.

Consider the change of free energy of the system under a small change of h.
Let us assume that magnetic field is different at different sites of the lattice, but
these changes are smooth enough, so that it is effectively constant within each
Kadanoff cell. Then the change of the free energy is given by:

δ

(
F

T

)
= −

∑
i

< si > δhi = −
∑
α

< sα > δhLα (8.100)

where < si > is an average spin at the lattice site, and < sα > is an average spin
of a cell. Both expressions should be equivalent. Due t assumption of smooth
change of magnetic field in space, we can write within each cell:

Ld < si > δhi =< sα > δhLα (8.101)

Using (8.99), we obtain:

< si >= Lx−d < sα > (8.102)

Consider now the homogeneous field, independent of site number i. Then the
magnetization at the site (which is equivalent to the order parameter η̄) is the
function of τ and h only:

< si >= F (τ, h) (8.103)

According to our basic assumption, in terms of sα we are describing the same
system, but with new values of τL and hL, so that the value of < sα > is
represented by the same function, depending on new variables:

< sα >= F (τL, hL) (8.104)

Then from Eqs. (8.100), (8.102), (8.103), (8.104) we can see that the order
parameter can be written as:

η̄ =< s >= F (τ, h) = Lx−dF (Lyτ, Lxh) (8.105)

Now, the length L introduced above is purely mathematical invention and should
cancel from all physical characteristics of the system! This is possible only if
the function F (τ, h) has the following form:

η̄ =

(
h

|h|

)
|τ |

d−x
y f

(
τ

|h| yx

)
(8.106)

The factor of h/|h| here is added just to guarantee the change of magnetization
sign with the sign of an external magnetic field.

The explicit form of function f(z), entering (8.106), is unknown. However,
these arguments allowed us to transform an unknown function of two variables
τ and h into a function of a single variable z = τ/|h|

y
x . Remarkably, this is

sufficient to express all physical critical exponents of our system via exponents
x and y, or, in other words, express all physical critical exponents via any two
of them (which can be determined from experiments).
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For example, remembering (8.87), i.e. η̄ ∼ |τ |β , which is valid for small
negative values of τ and h→ 0, we note that f(−∞) = const and

β =
d− x

y
(8.107)

Differentiating (8.106) over h for h→ 0, we get the susceptibility: χ ∼ |τ |
d−x
y ∂

∂hf(τ/|h|
y
x ) ∼

|τ |
d−x
y +1|h|−

y
x−1f ′(z). However, the dependence on h in χ should cancel for

h → 0. Then it is clear that f ′(z) ∼ z−
x
y−1 and χ ∼ |τ |−γ ∼ |τ |

d−2x
y . Thus we

obtain:

γ = γ′ =
2x− d

y
(8.108)

Similarly, for τ = 0 according to (8.88) we should have η̄ ∼ h
1
δ . Eq. (8.106) for

τ = 0, should become independent of τ , which is only possible if f(z → 0) ∼
z

x−d
y . Then from (8.106) we immediately obtain η̄ ∼ |h| d−x

x , so that

δ =
x

d− x
(8.109)

From these relations we get:

d/y = γ + 2β = β(δ + 1) (8.110)

which gives the scaling relation between experimentally measurable exponents
β, γ, δ.

Integrating η̄ ∼ ∂F
∂h ∼ |τ |

d−x
y f(τ/|h|y/x) it is easy to get F ∼ |τ |

d−x
y
∫
dhf(τ/|h|y/x) ∼

|τ |
d
y
∫
dzf̃(z). Then the specific heat is:

C ∼ −T ∂
2F

∂T 2
∼ |τ |

d
y−2 (8.111)

Comparing with (8.95), we obtain:

α = α′ = 2− d

y
or

d

y
= 2− α (8.112)

so that comparison with (8.110) gives:

γ + 2β = β(δ + 1) = 2− α (8.113)

Consider now correlation function, which is in general defined as:

G(ri − rj) = G(R, τ, h) =< [si− < s >][sj− < s >] > (8.114)

where R is the distance between two lattice sites: R = |ri − rj |/a. In a similar
way we can write down correlation function in terms of cell variables sα, defined
in (8.102). This expression is to be identical to G(R, τ, h), but with different
scales of length, τ and h:

R→ R/L

τ → τL = τLy

h→ hL = hLx (8.115)
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From here we get:

G(R, τ, h) = L2(x−d) < [sα− < sα >][s
′
α− < sα >] >= L2(x−d)G(R/L, τLy, hLx)

(8.116)
and G(R, τ, h) is independent of an arbitrary parameter L if we take:

G(R, τ, h) = |τ |2(d−x)/yG̃(R|τ |
1
y , τ/|h|y/x) (8.117)

for R≫ 1, |τ | ≪ 1 and h≪ 1.
Eq. (8.117) determines critical exponents ν, ν′, η. We immediately observe

(cf. (8.90), (8.91)) that for h = 0 correlation length ξ ∼ |τ |−1/y. Accordingly,
its critical exponent is given by:

1

y
= ν = ν′ =

2− α

d
(8.118)

Finally, the last of critical exponents η is determined from (cf. (8.93)):

G(R, τ = 0, h = 0) ∼ 1

Rd−2+η
(8.119)

Then, demanding cancellation of τ–dependence in (8.117) for τ → 0, we obtain
G(R) ∼ R2(x−d) ∼ R2−d−η, so that:

−(d− 2 + η) = 2(x− d). (8.120)

From Eq. (8.109) we have x = dδ
δ+1 , then from (8.120), using (8.113), we get:

d− 2 + η =
2d

δ + 1
=

2dβ

2− α
=

2β

ν
(8.121)

or

β =
1

2
(d− 2 + η)ν (8.122)

From (8.110) and (8.118) we have γ = d
y − 2β = dν − 2β, and using (8.122) we

obtain one more scaling relation:

(2− η)ν = γ. (8.123)

It is rather easy to derive also the following relations:

dγ

2− η
= 2− α,

δ =
d+ 2− η

d− 2 + η
. (8.124)

In conclusion of our discussion we give the summary of most widely used
scaling relations between physical critical exponents:

ν = ν′ =
γ

2− η
(8.125)

α = α′ = 2− νd (8.126)

β =
1

2
ν(d− 2 + η) (8.127)
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Remarkably, all experiments in the critical region of widely different physical
systems, undergoing phase transitions of the second order, confirm scaling rela-
tions for critical exponents, derived here.

Theoretical problem of calculation of the values of critical exponents for
rather long time remained one of the most difficult problems of statistical
physics. The physical reason for these difficulties was the strong interaction
between fluctuations in the critical region and the absence of a natural small
parameter for the development of some kind of perturbation theory. This prob-
lem was successfully solved by Wilson using renormalization group approach,
originating from quantum field theory. Renormalization group transformations
are actually the modern and rigorous realization of scaling transformations,
extending elementary discussion given above. We shall not discuss this formal-
ism here referring the reader to special literature on modern theory of critical
phenomena [26] and limiting ourselves only to some qualitative results of this
theory.

First of all, note that the values of critical exponents obtained in Landau
theory (mean field approximation):

ν =
1

2
γ = 1 η = 0

α = 0 β =
1

2
δ = 3 (8.128)

do not satisfy scaling relations (8.127) and most experiments in real three –
dimensional systems. At the same time, it is easy to see that Landau theory ex-
ponents (8.128) satisfy scaling relations if we formally take space dimensionality
d = 4. In this sense we can say that Landau theory gives the correct description
of critical phenomena for spatial dimensionality d = 4 and, as is actually shown
in modern theory [26], for all d > 4. Spatial dimensionality d = 4 is usually
called the upper critical dimension. Remarkable result of the modern theory
of critical phenomena is the universality of critical behavior — the values of
critical exponents in different physical systems actually are determined only by
the spatial dimensionality of the system and the number of components n of
the order parameter (i.e. by the type of the symmetry broken at the phase
transition).

Wilson proposed an original method of calculation of critical exponents,
based on perturbation theory over an artificial small parameter ε = 4−d – small
deviation from the upper critical dimension d = 4, for which critical exponents
coincide with predictions of Landau (mean field) theory (ε – expansion). Below
we present the values of critical exponents up to terms of the order of ∼ ε2 in
theory with n – component order parameter [26]:

γ = 1 +
n+ 2

n+ 8

ε

2
+
n+ 2

n+ 8

n2 + 22n+ 52

(n+ 8)2
ε2

4
+ ... (8.129)

2ν = 1 +
n+ 2

n+ 8

ε

2
+
n+ 2

n+ 8

n2 + 23n+ 60

(n+ 8)2
ε2

4
+ ... (8.130)

η =
n+ 2

2(n+ 8)2
ε2 +

n+ 2

2(n+ 8)2

[
6(3n+ 14)

(n+ 8)2
− 1

4

]
ε3 + ... (8.131)

δ = 3 + ε+

[
1

2
− n+ 2

(n+ 8)2

]
ε2 + ... (8.132)
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Table 8.1: Critical exponents for the model with n = 1 (Ising).
Exponent Wilson Numerical Landau

ν 0.626 0.642 0.5
η 0.037 0.055 0
γ 1.244 1.250 1
α 0.077 0.125 0
β 0.340 0.312 0.5
δ 4.460 5.15 3

β =
1

2
− 3

n+ 8

ε

2
+

(n+ 2)(2n+ 1)

2(n+ 8)
ε2 + ... (8.133)

α =
4− n

n+ 8

ε

2
+ ... (8.134)

In Table 8.1 we compare the values of critical exponents, obtained from these
expressions for the case of d = 3 (ε = 1) and n = 1 (Ising case), with the results
of numerical calculations (high temperature expansions) for three – dimensional
Ising model. Also we give in the Table the values of critical exponents from Lan-
dau theory. We can see that ε – expansion gives rather satisfactory agreement
with the results of numerical analysis9.

Modern methods of calculation significantly improve the results of the sim-
plest form of ε – expansion, taking into account the higher orders and asymp-
totic behavior of appropriate perturbation series, produce the values of critical
exponents in full agreement with the results of numerical calculations and ex-
periments.

9Another effective method of calculation of critical exponents is based on perturbation
expansion in powers of the inverse number of order parameter components 1/n [26], as for
n → ∞ it can be shown that critical exponents are also given by mean field approximation
(Landau theory).
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Chapter 9

LINEAR RESPONSE

9.1 Linear response to mechanical perturbation.

Up to now we mainly discussed the problems of equilibrium statistical mechan-
ics. Actually, there is a wide class of problems related to non – equilibrium
processes, which can be rigorously formulated and solved within the general
formalism of equilibrium theory. We are speaking about rather common situa-
tion, when the system is initially in equilibrium state, but later it is perturbed
by some weak external perturbation. This class of problems is analyzed within
the linear response theory, which gives the well developed and general approach
to the to solution such non – equilibrium problems1.

There are two major types of external perturbations, which can be applied
to an arbitrary physical system at equilibrium. First of all, we may consider
mechanical perturbations, corresponding to the action of some external physical
fields, which can be introduced by additional terms in Hamiltonian, describing
the physical interactions with these fields. Perturbations, which can not be
described in this way, are called in non–equilibrium statistical mechanics thermal
perturbations. Typical examples are temperature or concentration gradients.
For simplicity, below we are dealing only with mechanical perturbations, though
the general formalism of linear response theory is also well developed for thermal
perturbations.

Consider the response of a quantum Gibbs ensemble, corresponding to time
independent Hamiltonian H, towards an external perturbation H1

t , explicitly
dependent on time. Total Hamiltonian of the system is given by:

H = H +H1
t (9.1)

Let us assume that at t = −∞ external perturbation was absent, so that:

H1
t |t=−∞ = 0 (9.2)

In majority of practical cases perturbation H1
t can be written as:

H1
t = −

∑
j

BjFj(t) (9.3)

1Below we follow mainly Ref. [3].
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where Fj(t) are some functions of time (c-numbers, external fields), while Bj
are operators with no explicit time dependence, which are “conjugated” to fields
Fj(t). Explicit examples will be given below.

For definiteness we shall consider adiabatic “switching on” of periodic (in
time) external perturbation written as:

H1
t = −

∑
ω

eεt−iωtBω (ε→ +0) (9.4)

where B+
ω = B−ω due to Hermiticity of the Hamiltonian.

In general case, statistical operator (density matrix) of the system ρ satisfies
quantum Liouville equation:

i~
∂ρ

∂t
= [H +H1

t , ρ] (9.5)

and initial condition in our case is to written as:

ρ|t=−∞ = ρ0 =
1

Z
e−

H
T (9.6)

which simply means that at initial moment t = −∞ our system is at the state
of thermodynamic (statistical) equilibrium and described by canonical Gibbs
ensemble. Of course, grand canonical ensemble can also be used to describe the
initial state of the system.

Let us perform now the canonical transformation of the following form:

ρ1 = e
iHt
~ ρe−

iHt
~ (9.7)

Then the Liouville equation is reduced to the following form:

i~
∂ρ1
∂t

= [H1
t (t), ρ1] (9.8)

with initial condition:
ρ1|t=−∞ = ρ0 (9.9)

Here we introduced
H1
t (t) = e

iHt
~ H1

t e
− iHt

~ (9.10)

perturbation operator in Heisenberg representation with HamiltonianH, so that
with respect to the total Hamiltonian (9.1) this defines the so called interaction
representation.

Eq. (9.8) with initial condition given by (9.9) can be integrated and written
as a single integral equation:

ρ1(t) = ρ0 +

∫ t

−∞
dt′

1

i~
[H1

t′(t
′), ρ1(t

′)] (9.11)

or, making transformation to the initial form of density matrix ρ(t) using (9.7):

ρ(t) = ρ0 +

∫ t

−∞
dt′e−

iH(t−t′)
~

1

i~
[H1

t′ , ρ]e
iH(t−t′)

~ (9.12)

where we have also used (9.10).
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If perturbation H1
t is small, solution of Eq. (9.12) can be obtained by iter-

ations, taking ρ0 as initial value. In the first order (linear) approximation we
get:

ρ = ρ0 +

∫ t

−∞
dt′

1

i~
[H1

t′(t
′ − t), ρ0]. (9.13)

The second term in the right hand side represents non – equilibrium correction
to density matrix, calculated in linear approximation over external perturbation.
Up to now we have not used the explicit form of ρ0. Now we can do it, taking
into account the explicit form of canonical distribution (9.6).

Let us use the so called Kubo identity, which is valid for any quantum
operator A:

[A, e−βH ] = −e−βH
∫ β

0

dλeλH [A,H]e−λH (9.14)

The proof of this identity will be given shortly, but now we can use it to rewrite
(9.13) as:

ρ = ρ0

{
1−

∫ β

0

dλ

∫ t

−∞
dt′eλHḢ1

t′(t
′ − t)e−λH

}
(9.15)

where

Ḣ1
t′(t

′ − t) =
1

i~
[H1

t′(t
′ − t),H] (9.16)

If take ρ0 in the form of grand canonical distribution, Eq. (9.15) remains valid,
we only have to make the replacement H → H − µN .

Let us derive now Kubo identity. We write:

[A, e−βH ] = e−βHS(β) (9.17)

where S(β) is an operator to be determined. Differentiating (9.17) over β, we
obtain differential equation for S(β):

∂S

∂β
= −eβH [A,H]e−βH (9.18)

with initial condition S|β=0 = 0. Integrating it with this initial condition we
get (9.14).

Eqs. (9.13) and (9.15) allow to calculate (in linear approximation over H1
t )

the average value of an arbitrary physical variable, represented by some operator
A:

< A >= SpρA

< A >=< A >0 +

∫ t

−∞
dt′

1

i~
< [A(t), H1

t′(t
′)] >0 (9.19)

where we used (9.13) and taken into account the invariance of Sp with respect
to cyclic permutation of operators2 and

A(t) = e
iHt
~ Ae−

iHt
~ (9.20)

2We have Sp[H1
t′ (t

′ − t), ρ0]A = Spρ0[A,H1
t′ (t

′ − t)] etc. Expression for A(t) appears here
with the account of (9.10) and further permutations of operators under Sp.
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is A operator in Heisenberg representation, and < ... >0= Spρ0... is the averag-
ing with equilibrium density matrix. This means that non–equilibrium problem
of linear response is reduced to equilibrium problem, as all the averages to be
calculated now are, in fact, calculated for the equilibrium state. This remarkable
result (Kubo) allows the applications of the powerful apparatus of equilibrium
statistical mechanics to solution of this kind of (weakly) non – equilibrium prob-
lems.

Eq. (9.19) describes the response of the average value of an operator A to
external perturbation H1

t′ . Note that here we are dealing with the retarded
response – it appears at the moments of time, which are later than perturbation
is switched on. This reflects the causality principle, which is basic for all physical
processes. Extending formally integration over time in (9.20) to +∞, which may
be done by the introduction of step – like θ(t − t′) – function, it is convenient
to rewrite (9.19) as:

< A >=< A >0 +

∫ ∞

−∞
dt′ << A(t)H1

t′(t
′) >> (9.21)

where we have introduced the retarded double-time (commutator) Green’s func-
tion (Bogolyubov, Tyablikov), defined for the pair of arbitrary operators A and
B as [27]:

<< A(t), B(t′) >>= θ(t− t′)
1

i~
< [A(t), B(t′)] >0 (9.22)

where

θ(t− t′) =

{
1 for t ≥ t′

0 for t < t′
(9.23)

As a result the problem is reduced to calculation of appropriate double-time
Green’s functions, using the well – developed mathematical formalism [27].

The response to external perturbations can be expressed also in another
form, using the time correlation functions. Let us use Kubo identity (9.14).
Then:

< A >=< A >0 −
∫ β

0

dλ

∫ t

−∞
dt′ < eλHḢ1

t′(t
′)e−λHA(t) >0=

=< A0 > +

∫ β

0

dλ

∫ t

−∞
dt′ < eλHH1

t′(t
′)e−λHȦ(t) >0 (9.24)

where we have used the so called stationarity condition:

< AḢ1
t′(t

′ − t) >0= − < Ȧ(t− t′)H1
t′ >0 . (9.25)

The last equality follows from the fact that equilibrium average of the product
of dynamic variables depends only on the time difference:

< AH1
t′(t

′ − t) >0=< A(t− t′)H1
t′ >0 (9.26)

which is obtained by cyclic permutations of operators like e
iHt
~ under the aver-

aging. Differentiating (9.26) by t we obtain (9.25).
Eq. (9.24) can also be rewritten as:

< A >=< A >0 −
∫ β

0

dλ

∫ t

−∞
dt′ < Ḣ1

t′(t
′ − i~λ)A(t) >0=

=< A >0 +

∫ β

0

dλ

∫ t

−∞
dt′ < H1

t′(t
′ − i~λ)Ȧ(t) > . (9.27)
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Eqs. (9.21) and (9.27) give the general expressions for linear response of the
system to mechanical perturbation. For an external perturbation (9.3) these
can be written as:

< A >=< A >0 −
∑
j

∫ ∞

−∞
dt′ << A(t)Bj(t

′) >> Fj(t
′) (9.28)

< A >=< A >0 +
∑
j

∫ t

−∞
dt′
∫ β

0

dλ < eλHBj(t
′)e−λHA(t) >0 Fj(t

′) (9.29)

These are the so called Kubo formulas for the linear response of quantum me-
chanical system, which reduce the non – equilibrium problem to calculations
of equilibrium correlators. This last task is, in general, quite nontrivial and
requires the development of special formalism, such as e.g. the theory of double
– time commutator Green’s functions.

The physical meaning of the retarded double – time Green function can be
easily understood considering the reaction of the system towards instantaneous
δ-like perturbation:

H1
t = Bδ(t− t1) (9.30)

substituting which into (9.21) gives:

< A >=< A >0 + << A(t)B(t1) >> (9.31)

There is a number of well developed methods of calculations of such Green’s
functions. Here we briefly describe the approach based on the method of equa-
tions of motion (chain equations) [27]. Equation of motion for Green’s function
(9.22):

GAB(t, t
′) ≡<< A(t), B(t′) >>= θ(t− t′)

1

i~
< [A(t), B(t′)] >0 (9.32)

can be easily obtained from the general equation of motion for an arbitrary
quantum operator in Heisenberg representation:

i~
dA

dt
= [A,H] = AH −HA (9.33)

The right hand side of this equation can be calculated for each concrete problem,
using the explicit form of Hamiltonian and commutation relations for operators.
Differentiating (9.32) by t we obtain the equation:

i~
dGAB
dt

=
dθ(t− t′)

dt
< [A(t), B(t′)] >0 + << i~

dA(t)

dt
,B(t′) >> (9.34)

Taking into account the obvious relation of θ(t) step – like function with δ-
function of t:

θ(t) =

∫ t′

−∞
dtδ(t′) (9.35)

as well as equations of motion for operator A (9.33), we can write the equation
of motion for the Green’s function in the following form:

i~
dGAB
dt

= δ(t−t′) < [A(t), B(t′)] >0 + << {A(t)H(t)−H(t)A(t)} , B(t′) >> .

(9.36)
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The right hand side of Eq. (9.36), in general, contains double – time Green’s
functions of higher order, than the initial one, which is connected with the
nontrivial interaction in any many – particle system. For these Green’s functions
we can again write equations of motion similar to (9.36) and obtain the chain
of interconnected equations of motion for the set of Green’s functions of higher
and higher orders. This chain of equations is, in general case, infinite, so that
we are dealing with the infinite system of integro – differential equations, which
can not be solved. However, in most practical cases this chain of equations
can be approximately “decoupled”, expressing in some way the higher order
Green’s functions via the low order ones. Then we obtain the finite system of
equations (or sometime even the single equation), which is much easier to solve.
Unfortunately, there is no general theoretical recipe for decoupling of this chain
of equations, everything depends on the skills and abilities of a theorist, trying
to solve the problem. Examples of successful decouplings and solutions of a
number of physical models by this method can be found in the literature [27].

9.2 Electrical conductivity and magnetic suscep-
tibility.

Consider reaction of the system to external electric field. Perturbation (9.3) in
this case can be written as:

H1
t = −

∑
j

ej(Exj) cosωte
εt = −(EP) cosωteεt (9.37)

where ej is the chareg of j-th particle, xj is its coordinate, E is the electric field
in a , playing the role of an external (c-number) “force”,

P =
∑
j

ejxj (9.38)

is polarization vector, considered here as quantum mechanical operator. This
perturbation induces the electric current, which according to (9.21) it can be
written as:

< Jα >=

∫ ∞

−∞
dt′ << Jα(t),H

1
t′(t

′) >> (9.39)

Here we do not have the constant term, as in equilibrium the electric current is
just zero, < Jα >= 0. Also in Eq. (9.39) we have:

H1
t (t) = −(EP(t)) cosωteεt Jα(t) =

∑
j

ej ẋjα(t) = Ṗα(t) (9.40)

where Jα is an electric current operator, ẋjα is the appropriate velocity compo-
nent of j-th particle.

Taking into account (9.40) expression (9.39) can be written as:

< Jα >= −
∑
β

∫ ∞

−∞
dt′ << Jα(t)Pβ(t

′) >> Eβ cosωt
′eεt

′
(9.41)

Accordingly:

< Jα >=
∑
β

Re{σαβ(ω)e−iωt+εt}Eβ (9.42)
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where

σαβ(ω) = −
∫ ∞

−∞
dte−iωt+εt << JαPβ(t) >> (9.43)

is conductivity tensor in periodic external field. The limit of ε → 0 is to be
performed here after the thermodynamic limit V → ∞, N → ∞ (V/N → const).

Thus, adiabatic switching on of electric field leads to the appearance of
electric current in the system with finite conductivity (irreversible process).
Static conductivity can be obtained from (9.43) taking the limit of ω → 0:

σαβ = lim
ε→0

∫ ∞

−∞
dteεt << JαPβ(t) >> (9.44)

Let us rewrite (9.43) as (making permutations of operators under Sp):

σαβ(ω) = − 1

i~

∫ 0

−∞
dte−iωt+εtSp{[Pβ(t), ρ0]Jα} (9.45)

and apply Kubo identity:

[Pβ(t), ρ0] = −i~ρ0
∫ β

0

dλeλH Ṗβ(t)e
−λH (9.46)

Then we obtain:

σαβ =

∫ β

0

dλ

∫ ∞

0

dteiωt−εt < eλHJβe
−λHJα(t) >0=

=

∫ β

0

dλ

∫ ∞

0

dteiωt−εt < JβJα(t+ i~λ) >0 (9.47)

which is the notorious Kubo formula for conductivity.
In static limit we have:

σαβ = lim
ε→0

∫ β

0

∫ ∞

0

dte−εt < JβJα(t+ i~λ) >0 (9.48)

Thus, the problem of calculation of conductivity is reduced to calculation of time
correlation functions of currents in thermodynamic equilibrium. In concrete
systems this is obviously a rather complicate task, which can be analyzed and
solved by different methods, which we shall not discuss here.

Consider now the response of the system to the switching of homogeneous (in
space) time – dependent (periodic) magnetic field (periodic)H(t) with frequency
ω:

H(t) = H cosωteεt = Ree−iωt+εtH (9.49)

This perturbation is described by operator (9.3) of the following form:

H1
t = −MH(t) = −MH cosωteεt (9.50)

where M is the operator of (total) magnetic moment the system. Under the
influence of this perturbation the magnetic moment of the system changes, ac-
cording to (9.21), as:

< Mα >=< Mα >0 +

∫ ∞

−∞
dt′ << Mα(t)H

1
t′(t

′) >> (9.51)
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where < Mα >0 is the average projection of magnetic moment on α-axis at
equilibrium. If there is magnetic field present at equilibrium we have < Mα >0 ̸=
0. Expression (9.51) can be written as:

< Mα >=< Mα >0 +
∑
β

Re{χαβ(ω)e−iωt+εt}Hβ (9.52)

where

χαβ(ω) = −
∫ ∞

−∞
dte−iωt+εt << MαMβ(t) >> (9.53)

is the tensor of magnetic susceptibility in periodic magnetic field. With the help
of Kubo identity Eq. (9.53) can be rewritten also as:

χαβ =

∫ β

0

dλ

∫ ∞

0

dteiωt−εt < ṀβMα(t+ i~λ) > (9.54)

These expressions are widely used e.g. in the theory of magnetic resonance.
As an elementary example of the use of Kubo formulas we consider elec-

tric conductivity, making simplest assumptions for time behavior of correlation
functions. Using Eqs. (9.22), (9.44) we get:

σαβ = − lim
ε→0

1

i~

∫ 0

−∞
dteεt < [Jα, Pβ(t)] >0 (9.55)

Let us assume that

< [Jα, Pβ(t)] >0≈< [Jα, Pβ ] >0 e
− |t|

τ (9.56)

where τ is some relaxation time. Correlation function at coinciding times can
be found in elementary way as:

< [Jα, Pβ ] >0=< [
∑
i

e

m
pαi ,
∑
j

exβj ] >0=

=
e2

m

∑
i

[pαi , x
β
i ] = −i~δαβ

e2

m
N (9.57)

where N is the total number of particles, and we used the standard commutation
relation [xβi , p

α
i ] = i~δαβ . Then we find:

σαβ =
Ne2

m
δαβ lim

ε→0

∫ 0

−∞
dte(ε+1/τ)t =

Ne2

m
τδαβ (9.58)

or, per unit volume:

σαβ =
ne2

m
τδαβ (9.59)

which is the usual Drude expression for conductivity. Let us stress that the real
problem for theory is, of course, the derivation of behavior like that given by
Eq. (9.56) from some microscopic model, which allows also the calculation of
dependencies of τ on temperature (or concentration of impurities) for different
mechanisms of scattering. These problems can be solved by modern theoretical
methods, such as Green’s functions formalism.
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9.3 Dispersion relations.

Now we shall discuss some general properties of response functions. Consider
again time – depending mechanical perturbation, which is switched on adiabat-
ically and described by the following term in Hamiltonian:

H1
t = −

n∑
j=1

Fj(t)Bj (9.60)

where Fj(t) ∼ eεt for t → −∞, ε → +0, Bj are some dynamical variables
(operators), while Fj(t) are c – number “forces”, representing external fields
acting upon variables Bj . For simplicity we assume below, that in equilibrium
state (for Fj = 0) we have < Aj >0= 0, so that the response of the system
to external perturbation (9.60) is written, according to (9.21), ib the following
form:

< Ai >=

∫ t

−∞
dt′κij(t− t′)Fj(t

′) (9.61)

where
κij(t− t′) = − << Ai(t)Bj(t

′) >> (9.62)

is the generalized response matrix. Retarded Green’s function is different from
zero only for the positive values of time difference, so that:

κij(t− t′) = 0 for t < t′ (9.63)

which reflects the causality: response of the system can not be before in time
than perturbation, due to which it appears.

Let us make Fourier expansion of Fj(t) and < Ai >:

< Ai >=
1

2π

∫ ∞

−∞
dωe−iωtAi(ω) (9.64)

Fj(t) =
1

2π

∫ ∞

−∞
dωe−iωtFj(ω) (9.65)

where Fourier components:

Ai(ω) =

∫ ∞

−∞
eiωt < Ai(t) > (9.66)

Fj(ω) =

∫ ∞

−∞
dteiωtFj(t) (9.67)

Making Fourier transformation in (9.61) we reduce the integral relation to the
algebraic one:

Ai(ω) = κij(ω)Fj(ω) (9.68)

where

κij(ω) =

∫ ∞

−∞
dteiωtκij(t) = − << Ai|Bj >>ω=

=

∫ ∞

0

dte−iωt−εt
∫ β

0

dλ < ḂjAi(t+ i~λ) > (9.69)
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is Fourier transformed generalized susceptibility matrix. The last expression is
sometimes called Kubo’s fluctuation – dissipation theorem3.

As both Ai and Fj are real, we have:

Ai(ω) = A⋆i (−ω) Fj(ω) = F ⋆j (−ω) (9.70)

so that

κij = κ⋆ij(−ω) (9.71)

and we obtain

Reκij(ω) = Reκij(−ω)
Imκij(ω) = −Imκij(−ω) (9.72)

We see that the real part of generalized susceptibility κij(ω) is even, while
imaginary part is odd over frequency ω4.

Due to causality (cf. (9.63)) the first integral in (9.69) is in fact reduced to
(in the following fro brevity we drop indices i, j):

κ(ω) =

∫ ∞

0

dtκ(t)eiωt (9.73)

From this fact alone we can obtain some quite general relations for κ(ω), con-
sidering it as a function of complex frequency ω = ω′ + iω′′. Consider the
properties of κ(ω) in the upper half-plane of ω. From (9.73) and the fact that
κ(t) is finite for all positive values of t it follows, that κ(ω) is finite single -
valued function in all upper half-plane of ω, it never becomes infinite there, i.e.
does not have any singularities there. The proof is simple: for ω′′ > 0 there
is an exponential dumping factor of exp(−tω′′) in the integrand of (9.73), the
function κ(t) is finite in all integration range, so that the integral in (9.73) con-
verges. Let us stress that the conclusion on the absence of singularities of κ(ω)
in the upper half-plane, from physical point of view is the direct consequence of
causality. Causality alone transforms integration in (9.73) to the limits from 0
to ∞ (instead of −∞ ∞). The function κ(ω) is non – singular also at the real
axis of frequency (ω′′ = 0), except probably the origin (ω = 0).

Let us derive now the general formulas connecting the real and imaginary
parts of κ(ω). Let us choose some real and positive value of ω = ω0 and integrate
κ(ω)
ω−ω0

over the contour C, shown in Fig. 9-1. At the infinity κ→ 0 so that κ(ω)
ω−ω0

tends to zero faster than 1/ω. Thus the integral
∫
C
dω κ(ω)

ω−ω0
converges. Function

κ(ω) does not have singularities in the upper half-plane and point ω = ω0 is

excluded from integration, so that κ(ω)
ω−ω0

is analytic inside contour C, so that
our integral is just zero (Cauchy theorem).

Integral over semicircle at the infinity becomes zero due to fast dumping
of the integrand. The point ω0 is surpassed by small semicircle (with radius
ρ→ 0). This encirclement is performed clockwise and leads to the contribution

3Fluctuation – dissipation theorem can be written in different forms and gives the relation
between susceptibilities (or transport coefficients) and appropriate equilibrium correlators
(fluctuations).

4It can be shown that Imκij determines dissipation of energy of an external field, so that
Imκij(ω > 0) > 0.
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Figure 9.1: Contour of integration used in derivation of Kramers – Kronig rela-
tions.

−iπκ(ω0) (integral over the complete circle gives −2iπκ(ω0)). If κ(0) is finite,
surpassing the origin is excessive and integration along the real axis leads to:

lim
ρ→0

{∫ ω0−ρ

−∞
dω

κ(ω)

ω − ω0
+

∫ ∞

ω0+ρ

dω
κ(ω)

ω − ω0

}
− iπκ(ω0) = 0 (9.74)

The first term here is the integral from −∞ to ∞, understood as a principal
value, thus we obtain:

iπκ(ω0) = P

∫ ∞

−∞
dω

κ(ω)

ω − ω0
(9.75)

This relation is obtained immediately if we consider the integral of κ(ω)
ω−ω0+iδ

along the real axis and use the famous relation for generalized functions:

1

x+ iδ
= P

1

x
− iπδ(x) δ → +0 (9.76)

Previous discussion in fact just gives the derivation of this useful relation.

Integration variable ω in (9.75) takes only real values. Let us denote it ξ,
and from now on use ω to denote the fixed real value of frequency ω0. Then,
separating the real and imaginary parts is (9.75), we obtain:

Reκ(ω) =
1

π
P

∫ ∞

−∞
dξ
Imκ(ξ)

ξ − ω
(9.77)

Imκ(ω) = − 1

π
P

∫ ∞

−∞
dξ
Reκ(ξ)

ξ − ω
(9.78)

These are the notorious Kramers – Kronig relations. The only property of κ(ω)
use in our derivation was the absence of singularities of this function in the
upper half-plane5. Thus we may say, that Kramers – Kronig relations directly
follow from causality principle.

5As to the property of κ→ 0 for ω → ∞, it is not so important: if the limit of κ∞ is finite,
we can simply consider the difference κ − κ∞ instead of κ, with appropriate changes in all
expressions.
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Using the oddness of Imκ(ξ) we can rewrite the first of these relations as:

Reκ(ω) =
1

π
P

∫ ∞

0

dξ
Imκ(ξ)

ξ − ω
+ P

∫ ∞

0

dξ
Imκ(ξ)

ξ + ω
(9.79)

or

Reκ(ω) =
2

π

∫ ∞

0

dξ
ξImκ(ω)

ξ2 − ω2
(9.80)

If κ(ω) has a pole at ω = 0, so that close to it κ = iA/ω, surpassing of
this pole over the semicircle produces an additional −A/ω contribution to the
integral, which is to be added to the left hand side of (9.75). Accordingly, a
similar term will appear in (9.78):

Imκ(ω) = − 1

π
P

∫ ∞

−∞
dξ
Reκ(ξ)

ξ − ω
+
A

ω
(9.81)

Kramers – Kronig relations are the most important exact expressions, allow-
ing to control theoretical models and calculations, with important experimental
applications: measurements of Reκ(ω) in a wide frequency interval allow to re-
store the values of Imκ(ω) (and vice versa), performing numerical integration
of experimental data.



Chapter 10

KINETIC EQUATIONS

10.1 Boltzmann equation.

Theory of linear response is appropriate to describe system reaction to weak
external perturbations, moving it slightly outside thermodynamic equilibrium.
In principle, it can be applied to systems of quite general nature. Another
problem is description of arbitrary nonequilibrium states. Up to now there
is no general theory of this kind applicable for arbitrary systems of particles.
However, much progress was made in the studies of general nonequilibrium
behavior of gases of weakly interacting (or rarefied) particles (or quasiparticles).
Historically, this was the first branch of nonequilibrium statistical mechanics,
started in works of Boltzmann. This is often called physical kinetics or the
theory of kinetic equations.

Here we shall rather briefly discuss the derivation of basic equation of kinetic
theory of gases, determining the distribution function f(p, r, t) of separate par-
ticles in general nonequilibrium case1. This equation is basic for the solution
of plenty of problems of the physical kinetics of gases [4, 15]. Similar quantum
kinetic equations describe nonequilibrium processes in gases of quasiparticles in
quantum liquids and solids at low temperatures.

If we neglect atomic collisions each atom represents a closed subsystem and
its distribution function satisfies Liouville equation:

df

dt
= 0 (10.1)

Total derivative here denotes differentiation along the phase trajectory of an
atom, determined by equations of motion. In the absence of an external field
the value of a freely moving atom remains constant, only its coordinates r
change. Then:

df

dt
=
∂f

∂t
+ v∇f (10.2)

where v is the velocity. If our gas is in an external field, defined by the potential
U(r), we have:

df

dt
=
∂f

∂t
+ v∇f + F

∂f

∂p
(10.3)

1Previously, during our discussion of Boltzmann’s statistics (cf. e.g Eqs. (3.8), (3.28) etc.),
we denoted this function as n(p, q). For simplicity we limit ourselves to one atom gases.
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where F = −∇U is the force, acting upon atom due to this field. In the
following, for brevity, we assume that an external field is absent, so that F = 0.

Atomic collisions break the equality in Eq. (10.1) and distribution function
is not conserving along the phase trajectories, so that instead of (10.1) we have
to write:

df

dt
= St f (10.4)

where St f denotes the rate of the change of distribution function due to these
collisions. Using Eq. (10.2) we can write:

∂f

∂t
= −v∇f + St f, (10.5)

which defines the total change of distribution function at a given point in the
phase space, where the first term in the right hand side determines the number
of atoms leaving the given phase space element due to the free motion. The
most important term St f is called collision integral, while Eq. (10.4) itself is
called kinetic equation2.

Obviously, kinetic equation become well defined only after we establish the
explicit form of collision integral. For qualitative estimates of kinetics in gases,
very common (and crude) form of collision term can be introduced using the
concept of mean free time τ , i.e. the average time between two successive atomic
collisions (the so called τ – approximation):

St f ≈ −f − f0
τ

(10.6)

where f0 denotes the equilibrium distribution function. The numerator of this
expression guarantees the vanishing of collision integral in equilibrium, while the
minus sign reflects the fact that collisions, in general, lead to the equilibrium
state of the system, i.e. diminish the deviation of distribution function from its
equilibrium value. In this sense the value of τ plays the role of relaxation time
for the establishment of equilibrium in each elementary volume of the gas.

The consistent derivation of collision integral for classical gas can be per-
formed using Bogolyubov’s method, which gives the regular procedure of deriva-
tion of not only simplest Boltzmann’s equation (which can also obtained by from
purely heuristic approach [15]), but also corrections to it. However, below we
limit ourselves to derivation of Boltzmann’s collision integral, which is sufficient
for us to illustrate the general method.

The starting point of Bogolyubov’s approach is the use of chain of equations
for partial distribution functions (1.93):

∂Fs
∂t

= {H(s), Fs}+
N

V

s∑
i=1

∫
∂U(|ri − rs+1|)

∂ri

∂Fs+1

∂pi
drs+1dps+1 (10.7)

Our aim is to construct the closed equation for one particle distribution function
f(p, r, t) = N

V F1(r,p, t)
3.

2Sometimes it is also called transport equation.
3Distribution function f(p, r) is normalized to the total number of particles (3.28), while

F1(r,p, t) is normalized to unity, according to (1.80).
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Using the definition of Poisson brackets and Eq. (10.7) we immediately
obtain the first equation of the chain for F1(r,p, t) as:

∂F1(t, τ1)

∂t
+ v1

∂F1(t, τ1)

∂r1
=
N

V

∫
∂U12

∂r1

∂F2(t, τ1, τ2)

∂p1
dτ2 (10.8)

where for brevity we introduced the variables τ = r,p.
Similarly, the second equation of the chain takes the form:

∂F2

∂t
+ v1

∂F2

∂r1
+ v2

∂F2

∂r2
− ∂U12

∂r1

∂F2

∂p1
− ∂U12

∂r2

∂F2

∂p2
=

=
N

V

∫
dτ3

[
∂F3

∂p1

∂U13

∂r1
+
∂F3

∂p2

∂U23

∂r2

]
(10.9)

It is not difficult to see that the integral in the r.h.s. of the last equation is
small. In fact, the interaction potential U(r) is effectively nonzero only within
the limits defined by the radius of forces it creates, which we denote by d, i.e.
for r < d. Thus, integration over coordinates in dτ3 is performed over the region
defined by |r1 − r3| < d or |r2 − r3| < d, i.e. the volume of the order of ∼ d3.
Using (1.81) we have 1

V

∫
F3dτ3 = F2, where integration is over the whole phase

space. Then we get the following estimate:

N

V

∫ [
∂F3

∂p1

∂U13

∂r1

]
dτ3 ∼ ∂U(r)

∂r

∂F2

∂p1

d3

a3
(10.10)

where a is the average distance between particles in our gas. Then it is clear
that the r.h.s. of Eq. (10.9) is small over the parameter (d/a)3 (we assume gas
to be rarefied!), as compared with terms containing ∂U/∂r in the l.h.s. Thus
the r.h.s. can be neglected. The sum of all terms in the l.h.s. of the equation
in fact represents the total derivative dF2/dt, where r1, r2,p1,p2 are considered
as the functions of time, satisfying the equations of motion for the two particle
problem, defined by the Hamiltonian:

H =
p2
1

2m
+

p2
2

2m
+ U(|r1 − r2|) (10.11)

Thus, we have:
d

dt
F2(t, τ1, τ2) = 0 (10.12)

Up to now our analysis was purely mechanical. To derive kinetic equation
we have to make some assumptions of statistical nature. Let us assume that
all colliding particles of the gas are statistically independent. This assump-
tion will be used as a kind of initial condition for differential equation (10.12).
This assumption introduces time asymmetry, which leads to irreversible kinetic
equation, despite our use of time reversible equations of motion of classical
mechanics. The essence of the problem here is that any correlation between co-
ordinates and momenta of particles in the gas appears only during pretty short
collision time of the order of ∼ d/v (v is the average velocity of gas particles),
and affects particles up to the distances of the order of d only.

Let t0 be some moment of time before the collision, when two particles are
rather far from each other, so that (|r10 − r20| ≫ d, where the subscript zero
denotes the values at this given moment). Statistical independence of colliding
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particles means, that in this moment t0 the two particle distribution function
F2 is factorized into the product of one particle functions F1. Then, integration
of Eq. (10.12) from t0 to t gives:

F2(t, τ1, τ2) = F1(t0, τ10)F1(t0, τ20) (10.13)

Here τ10 = (r10,p10) and τ20 = (r20,p20) are to be understood as the values of
coordinates and momenta, which particles should have had at the moment t0 to
achieve the given values of τ1 = (r1,p1) and τ2 = (r2,p2) by the moment t. In
this sense τ10 τ20 are the functions of τ1, τ2 and t − t0. Furthermore, only r10
and r20 depend on t − t0, while the values of p10 and p20, related to the free
moving particles before the collision do not depend on t− t0.

Let us return to Eq. (10.8) — the future kinetic equation. The left hand
side here is of required form, but we are interested in the right hand side, which
should become the collision integral. Let us substitute there F2 from (10.13)
and introduce f(p, r, t) = N

V F1(r,p, t) instead of F1. Then we obtain:

∂f(t, τ1)

∂t
+ v1

∂f(t, τ1)

∂r1
= St f (10.14)

where

St f =

∫
dτ2

∂U12

∂r1

∂

∂p1
[f(t0, τ10)f(t0, τ20)] (10.15)

In (10.15) the relevant region for integration is determined by |r2 − r1| ∼ d, i.e.
by the region where real collision takes place. In this region, in first approxima-
tion we can simply neglect the coordinate dependence of f , as it significantly
changes only on the scale of the order of the mean free path l, which is much
greater than d. The final form of collision integral does not change at all, if we
consider from the very beginning only the spatially homogeneous case, assuming
that f does not depend on coordinates. In accordance with previous remarks
this means that in functions f(t0,p10) and f(t0,p10) we can just neglect an
explicit time dependence via r10(t) and r20(t).

Let us transform the integrand in (10.15) using (10.12)) and taking into
account the absence of an explicit dependence on time:

d

dt
f(t0,p10)f(t0,p20) =

=

(
v1

∂

∂r1
+ v2

∂

∂r2
− ∂U12

∂r1

∂

∂p1
− ∂U12

∂r2

∂

∂p2

)
f(t0,p10)f(t0,p20) = 0

(10.16)

Now we can express the derivative over p1 via derivatives over r1, r2 p2 and
substitute the expression obtained in this way into (10.15). The term with
derivative ∂/∂p2 disappears after transformation into surface integral in mo-
mentum space (using Gauss theorem). After that we get:

St f(t,p1) =

∫
v12

∂

∂r
[f(t0,p10)f(t0,p20)]d

3rd3p2 (10.17)

where we have introduced the relative velocity of particles v12 = v1 − v2, and
taken into account that both p10 and p20 and, correspondingly, the whole ex-
pression in square brackets depend not on r1 and r2 separately, but only on
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the difference r = r1 − r2. Let us introduce instead of r = (x, y, z) cylindrical
coordinates z, ρ, φ, with z-axis along v12. Noting that v12∂/∂r = v12∂/∂z, and
performing integration over dz, we rewrite (10.17) as:

St f(t,p1) =

∫
[f(t0,p10)f(t0,p20)]

∣∣∞
−∞ v12ρdρdφd

3p2 (10.18)

where limits z = ±∞ should be understood as distances large in comparison
with d, but small in comparison with mean free path l. This is due to our use of
Eq. (10.16) during transformation from (10.15) to (10.18), which is valid until
the particles under consideration do not collide once more.

Remember now that p10 and p20 are the initial momenta (at the moment
t0) of particles, which at the final moment t possess p1 and p2. If in the final
moment z = z1 − z2 = −∞, the particles 1 and 2 are at a distance, which
is obviously greater than d and do not interact with each other, and there
were no collision between them, so that initial and final momenta just coincide:
p10 = p1, p20 = p2 for z = −∞. If at the final moment z = +∞, there was a
collision and particles acquired momenta p1 and p2 as a result of it. In this case
we denote p10 = p′

1(ρ) and p20 = p′
2(ρ) for z = ∞. These values of momenta

are functions of coordinate ρ, which is actually the impact parameter, while the
product

ρdρdφ = dσ (10.19)

represents the classical differential scattering crossection [11].
Note finally, that the explicit dependence of functions f(t0,p10) and f(t0,p20)

on t0 can be replaced, on the same level of approximation, by the similar depen-
dence on t. In fact, the validity of (10.13) requires only that t − t0 ≫ d/v: at
the moment t0 the distance between particles must be great in comparison with
the effective radius of the forces d. At the same time, the time difference t− t0
can be chosen to satisfy t− t0 ≪ l/v, where l is the mean free path. The ratio
of l/v gives the mean free time, which is just a characteristic time for signifi-
cant change of distribution function. Then. the change of distribution function
during the time interval t− t0 will be relatively small and can be neglected.

Taking into account these remarks we can reduce (10.18) to the final form:

St f(t,p1) =

∫
[f(t,p′

1)f(t,p
′
2)− f(t,p1)f(t,p2)]v12dσd

3p2 (10.20)

which is called Boltzmann’s collision integral. Kinetic equation (10.5) with such
collision integral is called Boltzmann’s kinetic equation.

Boltzmann obtained his collision integral from simple heuristic considera-
tions, based on the so called Stosszahlansatz. It is clear that the collision inte-
gral can be written as St f = R̄ − R, where R̄ represents the growth rate of
distribution function f(r,p1, t) due to atomic collisions in gas, while R is its
drop rate due to similar collisions. Let us determine first R. Consider some
atom within the volume element d3r surrounding point r, with its momentum
belonging to some element d3p1 of momentum space, around p1. Within the
same spatial volume we have atoms with arbitrary momenta p2, which can be
considered as a beam of particles, scattered by an atom with momentum p1.
The flow of these scattered atoms is given by:

I = f(r,p2, t)d
3p2|v1 − v2|. (10.21)
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According to Stosszahlansatz, distribution function f in (10.21) coincide with
our distribution function, to be determined from kinetic equation. This seems
almost obvious assumption, but actually it is the central point of derivation,
with no rigorous justification. The number of collisions like p2,p2 → p′

1,p
′
2,

taking place in volume element d3r during the unit of time, is given by:

Idσ = f(r,p2, t)|v1 − v2|dσ (10.22)

The drop rate R of distribution function is obtained by summation of (10.22)
over all values of p2 and multiplication of the result by the density of atoms in
volume element d3p1 in velocity space:

R = f(r,p1, t)

∫
d3p2dσ|v1 − v2|f(r,p2, t) (10.23)

In a similar way we can determine also the value of R̄. Consider collisions
p′

1,p
′
2 → p1,p2, where momentum p1 is considered as fixed. Consider the

beam of atoms with momenta p′
2, colliding with atom possessing the momentum

p′
1. Flow density of this beam is given by:

f(r,p′
2, t)d

3p′2|v′
2 − v′

1|. (10.24)

The number of collision of this type per unit of time is:

f(r,p′
2, t)d

3p′2|v′
2 − v′

1|dσ′. (10.25)

The growth rate of distribution function R̄ is determined by the integral:

R̄d3p1 =

∫
d3p′2dσ

′|v′
2 − v′

1|[f(r,p′
1, t)d

3p′1]f(r,p
′
2, t). (10.26)

Due to time invariance of equations of motion, the differential crossections of
direct and inverse scatterings are the same: dσ = dσ′. Besides that, conservation
laws (we consider only elastic scatterings!) give:

|v1 − v2| = |v′
1 − v′

2|
d3p1d

3p2 = d3p′1d
3p′2. (10.27)

Then:

R̄ =

∫
d3p2dσ|v1 − v2|f(r,p′

1, t)f(r,p
′
2, t). (10.28)

It is necessary to note that momentum p1 here is fixed, while p′
1 and p′

2 are
functions of p1,p2.

Using the derived expressions for R and R̄, and introducing the obvious
shortened notations, we obtain:

St f = R̄−R =

∫
d3p2dσ|v1 − v2|(f ′1f ′2 − f1f2) (10.29)

which coincides with Eq. (10.20).
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10.2 H-theorem.

Nonequilibrium gas freely evolving with no external perturbations tends to equi-
librium. Similar behavior is characteristic for any closed macroscopic system.
This should be accompanied by corresponding entropy growth. This is exper-
imentally observed behavior, and the evolution of nonequilibrium distribution
function, following from kinetic equation should satisfy this observation. In fact,
we can derive this (irreversible!) behavior directly form Boltzmann’s equation.

We have shown above (cf. Eqs. (3.25), (3.30)), that entropy of an ideal gas
in nonequilibrium (macroscopic) state, described by distribution function f , is
equal to:

S =

∫
f ln

e

f
dV d3p. (10.30)

Differentiating this expression over time, we can write:

dS

dt
=

∫
∂

∂t

(
f ln

e

f

)
dV d3p = −

∫
ln f

∂f

∂t
dV d3p. (10.31)

Equilibrium state in gas is achieved via atomic (molecular) collisions, and cor-
responding entropy growth should be related precisely with the change of dis-
tribution functions due to these collisions. The change of distribution function
due free motion of atoms can not change entropy of the gas. This change is
determined (for the gas in an external field) by the first two terms in the right
hand side of:

∂f

∂t
= −v∇f − F

∂f

∂p
+ St f. (10.32)

Corresponding contribution to dS/dt is given by:

−
∫

ln f

[
−v

∂f

∂r
− F

∂f

∂p

]
dV d3p =

∫ [
v
∂

∂r
+ F

∂

∂p

](
f ln

f

e

)
dV d3p.

(10.33)
Integral over dV of the term with derivative ∂/∂r is transformed via Gauss
theorem to the surface integral at infinity, it is actually zero, as outside the
volume occupied by gas, we have f = 0. Similarly, the term with derivative
∂/∂p integrated over d3p is transformed to the surface integral at infinity in
momentum space and it is also just equal to zero.

Thus, we obtain the rate of change of entropy as:

dS

dt
= −

∫
ln fSt fd3pdV. (10.34)

Substituting here Boltzmann’s collision integral (10.29), we get:

dS

dt
= −

∫
d3p1

∫
dp32dσ|v1 − v2|(f ′2f ′1 − f2f1) ln f1. (10.35)

The integral here does not change after permutation of variables p1andp2, as
scattering crossection is invariant to this permutation. Performing this change
of integration variables and taking the half of the sum of the new and previous
expression (10.35), we obtain:

dS

dt
= −1

2

∫
d3p1

∫
d3p2dσ|v2 − v1|(f ′2f ′1 − f2f1) ln(f1f2). (10.36)
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This integral is also invariant with respect to mutual permutation of p1,p2 and
p′

1,p
′
2, as to each direct collision process correspond the inverse collision with

the same crossection. Accordingly we can write::

dS

dt
= −1

2

∫
d3p′1

∫
d3p′2dσ

′|v′
2 − v′

1|(f2f1 − f ′2f
′
1) ln(f

′
1f

′
2). (10.37)

Noting that d3p′1d
3p′2 = d3p1d

3p2 and |v′
2 − v′

1| = |v2 − v1| and dσ′ = dσ, we
take half sum of Eqs. (10.36), (10.37), and obtain:

dS

dt
= −1

4

∫
d3p1

∫
d3p2dσ|v2 − v1|(f ′2f ′1 − f2f1)[ln(f1f2)− ln(f ′1f

′
2)]. (10.38)

The integrand in (10.38) is never positive, which is clear from previously used
inequality x lnx > x− 1 (valid for x > 0). Thus, we have proved the notorious
Boltzmann’s H–theorem: dS

dt ≥ 0, which is equivalent to the law of entropy
growth4.

It is easy to see, that dS
dt = 0 only in case of the integrand in (10.38) being

identically zero. This is only so when all distribution functions, entering the
collision integral, are equal to corresponding equilibrium (Boltzmann distribu-
tion) values. It is now also clear, that the arbitrary initial (nonequilibrium)
distribution function f(p, t) tends to the equilibrium value as t→ ∞.

10.3 Quantum kinetic equations∗.

Let us consider now the derivation of quantum kinetic equations. Our task
now is to derive the closed equation for one particle density matrix from Bo-
golyubov’s chain of equations for partial density matrices (1.163). The version
of Bogolyubov’s approach discussed below was proposed by Zyrianov [28].

Let us start from quantum Liouville equation (1.128) for general (N – par-
ticle) density matrix:

i~
∂ρ

∂t
= [H, ρ] ≡ Hρ− ρH (10.39)

We shall work in secondary quantization representation, built upon eigenfunc-
tions of the Hamiltonian of “free” particles (quasiparticles):

H0|ν >= Eν |ν > (10.40)

H0 =
∑
ν

Eνa
+
ν aν (10.41)

where a+ν , aν are creation and annihilation operators of Fermions or Bosons in
the quantum state |ν >. Here ν denotes the quantum numbers, characterizing
elementary excitations in our system. In most cases these correspond to free
particles with definite momenta (or quasimomenta) and spin: |ν >= |p, σ >=
χσe

ipr/~, where χσ is spinor part of the wave function. In the absence of external
fields Eν ≡ Ep = p2/2m. However, within this formalism, we can also discuss
less trivial cases. For example, ν may correspond to the set of Landau quantum
numbers of an electron in external (homogeneous) magnetic field: ν = {n, pz, σ},

4The name H–theorem is historical, as Boltzmann used the notation H = −S.
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or these may be some quantum numbers of energy levels for some other exactly
soluble model, when the Hamiltonian can be written in diagonal form (10.41).

Operators of second quantization satisfy the usual commutation relations:

[aν , a
+
ν′ ]± = δνν′ (10.42)

[aν , aν′ ]± = 0 [a+ν , a
+
ν′ ]± = 0 (10.43)

where ± refers to Fermions and Bosons respectively. It is supposed here that
these operators are written in Schroedinger representation and are time inde-
pendent.

Our aim is to derive equation for one particle density matrix, defined in Eq.
(1.163) as:

F1νν′ =< ν|F1|ν′ >= Spρa+ν aν′ ≡< a+ν aν′ > (10.44)

Naturally, we are going to discuss the case of interacting particles, when the
total Hamiltonian is written as:

H = H0 + V (10.45)

where V represents some interaction Hamiltonian, which is also written in sec-
ondary quantization representation.

Using the Liouville equation (10.39), we can write:

i~
∂

∂t
Spρa+ν aν′ = i~

∂

∂t
< a+ν aν >= Sp[H, ρ]a+ν aν′ =

= Spρ[a+ν aν′ ,H] =< [a+ν aν′ ,H] > (10.46)

where we have performed an obvious cyclic permutation of operators under
Sp. Thus, our problem is reduced to calculation of the average value of the
commutator, standing in the r.h.s. of this equation. Now we have to introduce
some specific model of interaction.

10.3.1 Electron-phonon interaction.

Consider (not the simplest possible case!) the system of electrons (Fermions),
occupying the states |ν >, interacting with phonons (Bosons), with states char-
acterized by quasimomentum |k >. Then we write:

H0 = H0
el +H0

ph (10.47)

H0
el =

∑
ν

Eνa
+
ν aν H0

ph =
∑
k

~ωkb
+
k bk (10.48)

V = Hel−ph =
∑
ν,ν′,k

A(ν′, ν,k)a+ν aν′(bk + b+−k) (10.49)

where A(ν′, ν,k) = gk < ν|eikr|ν′ > is the matrix element of electron – phonon
interaction and gk is corresponding coupling constant.

In this problem we have actually to construct the system of interconnected
kinetic equations for one particle density matrices of electrons (10.44) and
phonons:

N1kk′ =< k|N1|k′ >= Spρb+k bk′ =< b+k bk′ > (10.50)
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Consider first the exact equations of motion similar to Eq. (10.46):

i~
∂

∂t
< a+κ aκ′ >=< [a+κ aκ′ ,H0

el +H0
ph +Hel−ph] > (10.51)

i~
∂

∂t
< b+k bk′ >=< [b+k bk′ ,H0

el +H0
ph +Hel−ph] > (10.52)

Now it is necessary to perform explicit calculations of different commutators
here, using the basic commutation relations (10.42), (10.43). In particular, it is
pretty easy to get the following relations:

[a+ν aν′ , a+κ aκ′ ] = a+ν aκ′δν′κ − a+κ aν′δνκ′ (10.53)

[b+q bq′ , b+k bk′ ] = b+q bq′δq′k − b+k bq′δqk′ (10.54)

Then, using (10.53) in (10.51), we obtain:(
i~
∂

∂t
+ Eκ − Eκ′

)
F1κκ′ =

∑
νν′q

{
A(ν′, ν,q)[δνκ′H⋆

κν′q − δκν′H⋆
νκ′q] +

+ A⋆(ν′, ν,q)[δνκ′Hκν′q − δκν′Hνκq]}
(10.55)

where we have introduced:

H⋆
κκ′q =< a+κ aκ′bq > Hκκ′q =< a+κ aκ′b+q > (10.56)

Similarly, using (10.54) in (10.52) we obtain:(
i~
∂

∂t
+ ~ωk − ~ωk′

)
N1kk′ =

∑
νν′

{A⋆(ν′, ν,k)Hνν′k −A(ν′, ν,k)H⋆
νν′k′}

(10.57)
These are the first equations of Bogolyubov’s chain. On the next step we have
to write down equations of motion for Hκκ′q and H⋆

κ,κ′q:

i~
∂

∂t
< a+κ aκbq >=< [a+κ aκ′bq,H

0
el +H0

ph +Hel−ph] >

i~
∂

∂t
< a+κ aκ′b+q >=< [a+κ aκ′b+q , H

0
el +H0

ph +Hel−ph] > (10.58)

Using again (10.53) and (10.54) and also

[bq, b
+
k bk] = bkδkq [b+q , b

+
k bk] = −b+k δkq (10.59)

we get:(
i~
∂

∂t
+ Eκ − Eκ′ + ~ωq

)
Hκ′,κ,q =

∑
γγ′q′

A(γ′, γ,q′)
{
< a+κ aγ′bq′b+q > δγκ′+

+ < a+κ aγ′b+−q′b
+
q > δγκ′− < a+γ aκ′bq′b+q > δγ′κ−

− < a+γ aκ′b+−q′b
+
q > δγ′κ− < a+κ aκ′a+γ aγ′ > δqq′

}
(10.60)
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i~
∂

∂t
+ Eκ − Eκ′ − ~ωq

)
H⋆
κ′,κ,q =

∑
γγ′q′

A⋆(γ′, γ,q′)
{
< a+κ aγ′bq′bq > δγκ′+

+ < a+κ aγ′b+−q′bq > δγκ′− < a+γ aκ′bq′bq > δγ′κ−

− < a+γ aκ′b+−q′bq > δγ′κ− < a+κ aκ′a+γ aγ′ > δqq′

}
(10.61)

In principle this procedure can be continued and we shall obtain the next equa-
tions of the chain, but for most practical problems it is sufficient to limit our-
selves to equations derived above (at least for weak enough interactions). The
only way to “cut” Bogolyubov’s chain is to use some approximate “decoupling”
of higher order correlators (density matrices) via lower order correlators (e.g.
factorize higher order density matrices into products of lower order density ma-
trices). Unfortunately, in general case, this procedure is not completely unam-
biguous and there may be several ways to perform such “decoupling”. For the
problem under consideration, the two particle correlators may be expressed via
one particle correlators in the following way5:

< a+κ aκ′b+k bk′ >≈ F1κκ′N1kk′

< a+κ aκ′bkb
+
k′ >≈< a+κ aκ′ >< δkk′ + b+k′bk >= F1κκ′(δkk′ +N1kk′)

< a+κ aκ′a+ν aν′ >≈ F1κκ′F1νν′ + F1κν′(δκ′ν − F1νκ′)

< a+κ aκ′bk′bk >=< aκaκb
+
k′b

+
k >= 0 (10.62)

Using (10.62) in (10.60) and performing formal integration we get:

Hκκ′q(t) = e
i
~ (Eκ−Eκ′+~ωq)(t−t0)

{
Hκκ′q(t0) +

1

i~

∫ t

t0

dt′e
i
~ (Eκ−Eκ′+~ωq)(t−t′)IFNκκ′q(t

′)

}
(10.63)

where t0 is the initial moment of time, and we used the notation:

IFNκκ′q(t
′) =

∑
γγ′q

A(γ′, γ,q′)[(F1κγ′δγκ′ −

−F1γκ′δγ′κ)(δqq′ +N1qq′)− (F1κκ′F1κγ′(δγκ′ − F1γκ′))δqq′ ]t′ (10.64)

where the last index denotes that all the density matrices (correlators) in square
brackets are taken at the time moment t′.

Let us introduce now Bogolyubov’s condition of “weak correlations ” far
away in the past:

lim
t0→−∞

Hκκ′q(t0) = 0 (10.65)

The choice of this condition in the past is obviously connected with causality
and Eq. (10.65) explicitly introduces the “arrow of time”.

Then Eq. (10.63) can be rewritten as:

Hκκ′q(t) =
1

i~

∫ t

−∞
dt′e−

i
~ (Eκ−Eκ′+~ωq)(t

′−t)IFNκκ′q(t
′) (10.66)

5It is easy to see that here we have taken all possible combinations of the pair products
of creation and annihilation operators (called “pairings”), the average values of those giving
one particle density matrices. Such decoupling is equivalent to the use of the so called Wick
theorem, which is strictly valid if we make averaging over the equilibrium density matrix [29].
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so that after the change of the variable t′ − t = τ we obtain:

Hκκ′q(t) =
1

i~

∫ 0

−∞
dτe−i(Eκ−Eκ′+~ωq)

τ
~ IFNκκ′q(t+ τ) (10.67)

Thus, in principle, the values of correlator Hκκ′q at the time moment t are
determined by the values of the density matrices F1 and N1 in all previous
moments of time (solution with “memory”). Following Bogolyubov we shall
assume that characteristic time scale of this “memory” is of the order of typical
(microscopic) time scale of electron – phonon interaction τ0, so that afterwards
the time evolution of all (kinetic) variables is determined only by the time de-
pendence of one particle density matrices. Then, being interested the evolution
of the system on the time scale t≫ τ0, we can totally neglect “memory” effects
in Eq. (10.67). Accordingly, using

1

i

∫ 0

−∞
dte∓ixt = lim

ε→0+

1

i

∫ 0

−∞
dte∓i(x±iε)t =

= lim
ε→0+

1

x± iε
= P

1

x
∓ iδ(x) (10.68)

we immediately obtain:

Hκκ′q = lim
ε→0+

1

Eκ − Eκ′ + ~ωq + iε

∑
γγ′q′

A(γ′, γ,q′)
{
(F1κγ′δγκ′−

−F1γκ′δγ′κ)(δqq′ +N1qq′)− (F1κκ′F1γγ′ + F1κγ′(δγκ′ − F1γκ′))δqq′} (10.69)

Similarly, from Eq. (10.61) we get:

H⋆
κκ′q = lim

ε→0+

1

Eκ − Eκ′ − ~ωq + iε

∑
γγ′q′

A⋆(γ′, γ,q′) {(F1κγ′δγκ′(N1q′q + δqq′)−

−F1γκ′δγ′κN1qq′)− (F1γκ′F1κγ′ − F1κκ′F1γγ′)δqq′}
(10.70)

Note that solutions (10.67) and (10.67) immediately follow from (10.60) and
(10.61) (after the decoupling (10.62)), if we assume the absence of an explicit
time dependence of H and H⋆, which allows us to perform in Eqs. (10.60) and
(10.61) the formal substitution i~ ∂

∂t → iε6.
We see that the substitution of (10.69) and (10.70) into (10.55) and (10.57)

already produces the closed system of kinetic equations for F1 and N1. However,
their general form becomes much simpler, if we assume the diagonal nature of
one particle density matrices:

F1κκ′ = F1κδκκ′ N1kk′ = N1kδkk′ (10.71)

The validity of this assumption actually depends on the properties of the system
under consideration and on the quantum number of electrons ν, as well as on the
possibility to neglect spatial inhomgeneities in phonon gas. If these conditions

6This corresponds to Bogolyubov’s assumption, that on time scales typical for kinetic phe-
nomena, higher order density matrices (or distribution functions) depend on time only through
the appropriate time dependence of one particle density matrices (distribution functions).
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are satisfied, the quantum kinetic equations for electrons and phonons acquire
the final form:

∂F1κ

∂t
=

2π

~
∑
νq

{
|A(κ, ν,q)|2δ(Eκ − Eν + ~ωq)[F1ν(1− F1κ)(N1q + 1)− F1κ(1− F1ν)N1q]

+|A(ν, κ,q)|2δ(Eκ − Eν − ~ωq)[F1ν(1− F1κ)N1q − F1κ(1− F1ν)(N1q + 1)]
}
(10.72)

∂

∂t
N1k =

2π

~
∑
νν′

|A(ν, ν′,k)|2δ(Eν′−Eν−~ωk) {[F1ν′ − F1ν ]N1k + F1ν′(1− F1ν)}

(10.73)
These kinetic equations (collision integrals) for electron – phonon system form
the basis for the solution of numerous problems of physical kinetics in solids
[28].

10.3.2 Electron-electron interaction.

Let us discuss briefly the derivation of quantum kinetic equation for the case of
interacting electrons (Fermions), described by the Hamiltonian:

H =
∑
ν

Eνa
+
ν aν +

∑
µµ′νν′

< µν|U |µ′ν′ > a+ν a
+
µ aν′aµ′ (10.74)

where we assume that interaction is of short range (screened) nature (the case
of Coulomb interaction requires special treatment). The matrix element of this
interaction can be written as:

< µν|U(r)|µ′ν′ >=

∫
d3k

(2π)3
U(k) < µ|eikr|µ′ >< ν|eikr|ν′ > (10.75)

Let us introduce again the partial density matrices:

F1κκ′ = Spρa+κ aκ′ =< a+κ aκ′ > (10.76)

< κκ′|F2|νν′ >= Spρa+κ a
+
κ′aνaν′ =< a+κ a

+
κ′aνaν′ > (10.77)

Then the appropriate Bogolyubov’s chain looks like:(
i~
∂

∂t
+ Eκ − Eκ′

)
F1κκ′ =

∑
νν′µµ′

< µν|U |µ′ν′ > [< νµ|F2|µ′ν′ > δκµ′ −

− < νµ|F2|µ′κ′ > δν′κ+ < κµ|F2|µ′ν′ > δκ′ν− < κν|F2|µ′ν′ > δµκ′ ]

(10.78)

(
i~
∂

∂t
+ Eκ′ + Eκ − Eγ − Eγ′

)
< κκ′|F2|γγ′ >=

=
∑
µµ′νν′

< µν|U |µ′ν′ >< [a+ν a
+
µ aν′aµ′ , a+κ a

+
κ′aγaγ′ ] > (10.79)
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After calculations of commutators in (10.79) we obtain the averages of the prod-
uct of three creation and three annihilation operators, which can be decoupled
in the following way:

< a+ν a
+
µ aν′a+κ′aγaγ′ >≈ F1νγ′F1µν′F1κ′γ + F1νν′F1µγF1κ′γ′ +

+F1νγF1µγ′(δν′κ′ − F1κ′ν′)

< a+κ a
+
ν a

+
µ aµ′aγaγ′ >≈ F1µµ′F1νγF1κγ′ + F1κµ′F1νγ′F1κ′γ′ + F1κγF1νµ′F1µγ′

(10.80)

As before, analyzing only slow enough kinetic processes, in Eq. (10.79) we can
replace i~ ∂

∂t → iε, which allows (taking into account (10.80)) an immediate
solution. After substitution of this solution into Eq. (10.78), we obtain the
kinetic equation for F1κκ′ . Assuming diagonal nature of F1κκ′ = F1κδκκ′ , we
can reduce our kinetic equation to the following form:

∂F1κ

∂t
=

2π

~
∑
νν′κ′

| < νν′|U |κκ′ > |2δ(Eν + Eν′ − Eκ − Eκ′)

[F1ν(1− F1κ)F1ν′(1− F1κ′)− F1κ(1− F1ν)F1κ′(1− F1ν′)] (10.81)

In momentum representation:

|κ >= 1√
V
e

i
~pr (10.82)

F1κ → np (10.83)

Eκ → ε(p) = p2/2m (10.84)

< µ|eikr|ν >= 1

V

∫
dre

i
~ (p′−p+k)r etc. (10.85)

so that kinetic equation for electrons is written as:

∂np

∂t
=

2π

(2π~)6~

∫
dp′

1dp
′
2dp2|U(p1 − p′

1)|2δ(p1 + p2 − p′
1 − p′

2)

δ(ε(p1) + ε(p2)− ε(p′
1)− ε(p′

2))
[
np′

1
np′

2
(1− np1)(1− np2)−

−np1np2(1− np′
1
)(1− np′

2
)
]
(10.86)

where U(p) is the Fourier transform of interaction potential.
Writing the entropy of electron gas as in Eq. (4.15):

S = 2

∫
d3p

(2π)3
[(1− np) ln(1− np)− np lnnp] (10.87)

and using (10.86) we can (after some tedious calculations) prove the quantum
version of H – theorem: dS

dt ≥ 0.
Equilibrium Fermi distribution:

n0p =
1

e
ε(p)−µ

T + 1
(10.88)

leads to zero value of collision integral in Eq. (10.86), which can be checked by
direct calculations, taking into account energy conservation law for scattering
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particles, expressed by δ – function in collision integral. It can be easily seen
in this case, that combination of (equilibrium) distribution functions in square
brackets in (10.86) becomes an identical zero.

The derived expression for collision integral for the system of interacting
electrons plays a major role in studies of low temperature kinetics in metals and
other Fermi – liquids.
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Chapter 11

BASICS OF THE
MODERN THEORY OF
MANY-PARTICLE
SYSTEMS

11.1 Quasiparticles and Green’s functions.

We have seen above the major role played by the concept of quasiparticles in
the modern theory of condensed matter. Rigorous justification of this concept
is achieved within the formalism of Green’s functions, which is at present the
standard apparatus of the theory of many particle systems. Green’s functions
approach allows clear formulation of the criteria of existence of quasiparticles
in concrete systems (models) and gives the universal method of calculations,
practically of any physical characteristics of many particle systems, with the
account of different interactions. This method first appeared in quantum field
theory, where it was widely accepted after the formulation of quite effective
and convenient approach, based on the use of Feynman diagrams. Later it was
applied to general many particle systems, which in fact lead to to the creation
of modern condensed matter theory [2]. Obviously, here we are unable to give
the complete and coherent presentation of Green’s functions formalism, our
aim is only to introduce some of its major definitions and give the qualitative
illustrations of some simple applications1.

Below we mainly consider the case of temperature T = 0. Generalization of
Green’s functions approach to finite temperatures is rather straightforward and
we shall briefly discuss it at the end of this Chapter. Let us start from the case

1The most clear presentation of Green’s functions method, as well as Feynman diagram
technique, with applications to the problems of statistical physics, was given in the classic
book by Abrikosov, Gorkov and Dzyaloshinskii [29]. Rather detailed material can be found
in Ref. [2]. More elementary presentation on Green’s functions is given in Refs. [30, 31, 32].

209
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of a single quantum particle, described by Schroedinger equation2:

i
∂ψ(r, t)

∂t
−Hψ(r, t) = 0 (11.1)

Instead of this equation, we may introduce the equation of motion for Green’s
function G(r, t; r′, t′):

i
∂G

∂t
−HG = iδ(r− r′)δ(t− t′) (11.2)

with initial condition G(r, t + 0; r′, t) = δ(r− r′). Green’s function represents
the probability amplitude of particle transition from point r′ at the time moment
t to point r at the time moment t. The squared modulus of this amplitude gives
the probability of this transition. We can see this expressing the ψ-function at
the time moment t+ τ via ψ-function at the time moment t:

ψ(r, t+ τ) =

∫
dr′G(r, t+ τ ; r′t)ψ(r′, t) (11.3)

It is easily seen, that ψ(r, t + τ) written in this way, satisfies Schroedinger
equation (11.1), while for τ → 0 it transforms into ψ(r, t) due to initial condition
G(r, t+ 0; r′, t) = δ(r− r′). Besides that, we assume (by definition) that G = 0
for τ < 0 (causality!).

Consider eigenfunctions and eigenvalues of our Schroedinger equation:

Hφλ(r) = ελφλ(r) (11.4)

The physical meaning of quantum numbers λ may be different, depending on
the nature of the problem under discussion. In translation invariant system
λ→ p – the momentum, for an electron in external magnetic field λ represents
Landau quantum numbers etc. Let us consider a particle in potential field:

H =
p2

2m
+ V (r) (11.5)

In particular, this may correspond to a nontrivial problem of nucleons in poten-
tial well – an atomic nuclei [31], so that λ represents the quantum numbers of
the shell model. Any solution of Schroedinger equation can be expanded over
this (complete) system of eigenfunctions:

ψ(r, t) =
∑
λ

cλ(t)φλ(r) (11.6)

so that (11.3) can be written as:

cλ(t+ τ) =
∑
λ′

Gλλ′(τ)cλ′(t) (11.7)

Gλλ′(τ) =

∫
d3rd3r′G(r, r′τ)φ⋆λ(r)φλ′(r′) (11.8)

2Below we use the system of units with ~ = 1, which is standard in most modern texts. If
necessary, the value of ~ can be easily restored in final expressions.
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which gives Green’s function in λ-representation. As φλ is an eigenfunction of
Hamiltonian H, which is time independent, there are no transitions to other
states, so that cλ(t+ τ) = e−iελτ cλ(t), i.e.

Gλλ′(τ) = Gλ(τ)δλλ′ = e−iελτθ(τ) (11.9)

where θ(τ) = 1 for τ ≥ 0 and θ(τ) = 0 for τ < 0. Let us make Fourier
transformation:

Gλ(ε) =
1

i

∫ ∞

−∞
dτeiετGλ(τ) (11.10)

Gλ(τ) = i

∫ ∞

−∞

dε

2π
e−iετGλ(ε) (11.11)

Then, after an elementary integration we obtain:

Gλ(ε) =
1

ε− ελ + iδ
δ → +0 (11.12)

The sign of δ → 0 is chosen to guarantee Gλ(τ) = 0 for τ < 0. In fact, we have:

Gλ(τ) = i

∫ ∞

−∞

dε

2π

e−iετ

ε− ελ + iδ

=

{
e−iελτ for τ > 0
0 for τ < 0

(11.13)

The integrand here possesses a pole at ε = ελ − iδ. Then, for τ > 0 we can
perform integration over ε closing the integration contour in lower half – plane
of complex variable ε (as the factor of e−iετ guarantees exponential damping
of the integrand on semicircle at infinity), so that the pole is inside integration
contour and the integral is easily calculated using Cauchy theorem, giving the
result shown above. For τ < 0, in a similar way, to make zero the contribution
of semicircle at infinity, it is necessary to close integration contour in the upper
half – plane of ε. Then, there is no pole inside integration contour and the
integral is zero.

In the mixed (r, ε) representation we get:

G(r, r′, ε) =
∑
λ,λ′

Gλλ′(ε)φλ(r)φ
⋆
λ′(r′) =

=
∑
λ

φλ(r)φ
⋆
λ(r

′)

ε− ελ + iδ
(11.14)

Here the sum over λ is performed over all bound states of a particle in a field,
as well as over the continuous spectrum. We see that G(r, r′, ε) possesses the
poles at the values of ε equal to ελ – the energies of the bound states, and a
cut (continuum of the poles) at the part of the real ε – axis, corresponding to
continuous spectrum.

Let us consider now the many particle system. Below we are only dealing
with systems consisting of Fermions. For the systems of Bose particles we may
construct a similar approach, but we shall not discuss it here due to the lack of
space, proper presentation can be found in Refs. [2, 29]. We shall start with the
case of noninteracting Fermions (ideal Fermi gas). We have seen above, that
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elementary excitations in this system are formed by pairs of particles (above the
Fermi surface) and holes (below the Fermi surface).

Let us find the explicit form of Green’s function Gλλ′(τ), i.e. the transition
amplitude of a single particle from state λ to state λ′, in a system of noninter-
acting Fermions. We have to take into account Pauli principle and exclude all
transitions into occupied states. This is achieved by the introduction into the
definition of Green’s function of an extra factor (1− nλ), where

nλ =

{
1 for ελ ≤ εF
0 for ελ > εF

(11.15)

is the number of particles in a state λ (Fermi distribution at T = 0). Thus, we
obtain:

G+
λλ′(τ) = (1− nλ)δλλ′

{
e−iελτ τ > 0
0 τ < 0

(11.16)

Let us find similar expression for a hole. The number of “free” places for
holes in a state λ is proportional to nλ, so that

G−
λλ′(τ) = nλδλλ′

{
eiελτ τ > 0
0 τ < 0

(11.17)

where we have taken into account that energy of the hole, calculated with respect
to Fermi level, has the sign opposite to that of a particle.

It is convenient to introduce Green’s function Gλ(τ), defined both for τ > 0
and τ < 0:

Gλ(τ) =

{
G+
λ (τ) for τ > 0

−G−
λ (−τ) for τ < 0

(11.18)

Fourier transform of this function is easily calculated as:

Gλ(ε) = −i(1− nλ)

∫ ∞

0

dτe−iελτ+iετ + inλ

∫ 0

−∞
dτeiελτ+iετ =

=
1− nλ

ε− ελ + iδ
+

nλ
ε− ελ − iδ

(11.19)

where δ → +0 is necessary to guarantee the convergence of integrals. This
expressions is conveniently rewritten as:

Gλ(ε) =
1

ε− ελ + iδsignελ
=

=

{
1

ε−ελ+iδ ελ > εF
1

ε−ελ−iδ ελ < εF
(11.20)

where we have introduced the sign function: sign(x) = 1 for x > 0 and
sign(x) = −1 for x < 0. Note that the Fourier transform of Green’s func-
tion possesses a pole at ε equal to the energy of particle (hole).

Consider now the system of interacting Fermions (Fermi liquid). Single
particle Green’s function in the system of interacting particles is defined by the
following expression:

G+(rt; r′t′)t>t′ =< 0|ψ̂(rt)ψ̂+(r′t′)|0 > (11.21)
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where |0 > is an exact eigenfunction of the ground state (“vacuum”), cor-

responding to the filled Fermi sphere, ψ̂(rt) is Fermion creation operator in
Heisenberg representation:

ψ̂(rt) = eiHtψ̂(r)e−iHt (11.22)

where H is the total Hamiltonian of many particle system, which includes in-
teractions. Operator ψ̂(r) can be expressed via annihilation operators aλ of

particles in eigenstates λ (ψ̂+ is similarly expressed via creation operators a+λ ):

ψ̂(r) =
∑
λ

aλφλ(r) (11.23)

Expression (11.21) obviously represents the amplitude of a particle propagation3

from point (r′t′) to point (rt).
For a hole propagation we can write similarly:

G−(rt; r′t′)t>t′ =< 0|ψ̂+(rt)ψ̂(r′t′)|0 > (11.24)

where we have taken into account that (in Fermion system) annihilation of
particle in a given point is equivalent to creation of a hole.

Expressions (11.21) and (11.24) are defined for t > t′. It is convenient to
define a single Green’s function, which for t > t′ describes a particle, while for
t < t′ – hole (similarly to (11.18)):

G(rt; r′t′) =

{
G+(rt; r′t′) for t > t′

−G−(r′t′; rt) for t < t′
(11.25)

Another way to write this definition is:

G(x, x′) =< 0|T ψ̂(x)ψ̂+(x′)|0 > (11.26)

where we have denoted x = (rt) and introduced an operator of T -ordering,
which places all operators to the right of T in order of diminishing times in
their arguments, taking also into account the change of signs due to (possible)
permutations of Fermion operators. Formal definition of T -ordering (originating
in quantum field theory) is written as:

T {F1(t1)F2(t2)} =

{
F1(t1)F2(t2) for t1 > t2
−F2(t2)F1(t1) for t1 < t2

(11.27)

for Fermion operators, and

T {B1(t1)B2(t2)} =

{
B1(t1)B2(t2) for t1 > t2
B2(t2)B1(t1) for t1 < t2

(11.28)

for Boson operators.
Green’s function defined according to (11.26) is called Feynman or casual

(T -ordered)4.

3Green’s functions are often called propagators.
4Let us stress, that this definition is different from the definition of double time Green’s

function given in (9.22), and naturally appearing in the linear response theory, even if go to
the limit of zero temperature. The advantage of the use of Feynman Green’s functions is
the possibility to construct diagram technique, much simplifying all calculations. There is no
diagram technique to calculate double time Green’s functions (9.22). There are certain exact
relations and methods, allowing to express Green’s functions of linear response theory via
Feynman functions at T = 0 [29], as well as appropriate generalizations for the case of finite
temperatures, to be considered below [2, 29]
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Let us limit our consideration to an infinite (translation invariant) system,
when G(rt; r′t′) = G(r− r′, t − t′). Accordingly, it is convenient to introduce
the Fourier representation over t− t′ and r− r′:

G(pτ) =

∫
d3rG(rτ)e−ipr (11.29)

where

G(pτ) =

{
< 0|ape−iHτa+p |0 > eiE0τ τ > 0
− < 0|a+p eiHτap|0 > e−iE0τ τ < 0

(11.30)

and E0 is the ground state energy.
Quasiparticles in our system can be introduced, if the one particle Green’s

function can be written in the following form (τ > 0):

G(pτ) ≈ Ze−i(ε(p)−γ(p))τ + ... and γ(p) ≪ ε(p) (11.31)

i.e. it contains a contribution, reminding the Green’s function of an ideal Fermi
gas, which we derived above. Eq. (11.31) means, that the state |0 > contains
a wave packet with amplitude Z, representing a quasiparticle with energy ε(p)
and damping γ(p). The necessary requirement is the weakness of this damping
γ(p) ≪ ε(p), i.e. the requirement for a quasiparticle to be “well-defined”5.
Similarly, for τ < 0 we can define Green’s function of a quasihole. Thus, in
a system with well-defined quasiparticles, the Fourier transform of the Green’s
function (11.26) can be written as:

G(pε) = Z

{
1− np

ε− ε(p) + iγ(p)
+

np
ε− ε(p)− iγ(p)

}
+Greg(pε) =

=
Z

ε− ε(p) + iγ(p)sign(p− pF )
+Greg(pε) (11.32)

We see that the pole of this expression defines the spectrum of quasiparticles
and their damping. This is the most important property of Green’s functions,
allowing to determine the spectrum of elementary excitations in many particle
system. The value of nonsingular term Greg in (11.32) is determined by mul-
tiparticle excitations and, in most cases, is not of great interest. At the same
time, we have to note that in systems with strong interactions (correlations)
there are cases, when we can not separate a singular pole – like contribution to
the Green’s function, related to single particle elementary excitations (quasipar-
ticles). Then, all physics is in fact determined by Greg and situation becomes
more complicated.

What for else do we need Green’s functions? Actually, with their help we can
calculate the averages (over the ground state) of different physical characteristics
of our system. Using the one particle Green’s function, introduced above, we
can calculate the ground state averages of operators, which are represented by
sums over all particles (one particle operators):

Â =
∑
i

Âi(ξi,pi) (11.33)

5This condition is valid in Landau Fermi liquids, where close to Fermi surface we have
ε(p) ≈ vF (|p| − pF ), and γ(p) ∼ (|p| − pF )2.
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where ξi is the set of spatial and spin variables, while pi are momenta of all the
particles of the system. Typical examples are:

n(r) =
∑
i

δ(r− ri) (11.34)

– particle density at point r,

j(r) =
e

m

∑
i

piδ(r− ri) (11.35)

– current density at point r etx.
Operator Â in secondary quantization representation can be written as:

Â =

∫
dξψ+(ξ)A(ξ,p)ψ(ξ) (11.36)

Consider Green’s function (11.25), (11.26) at t = t′ − 0:

G(ξ, ξ′, τ)|τ→−0 = − < 0|ψ+(ξ′)ψ(ξ)|0 > (11.37)

Then, the ground state average value of operator Â is given by:

< A >=

∫
dξA(ξ,p)G(ξ, ξ′, τ = −0)|ξ=ξ′ = −SpAG|τ=−0 (11.38)

We conclude, that G|τ=−0 just coincides (up to a sign) with one particle density
matrix (cf. (1.163)) at T = 0:

ρ(ξ′, ξ) =< 0|ψ+(ξ′)ψ(ξ)|0 >= −G|τ=−0 (11.39)

To find the averages of two particle operators like:

B̂ =
∑
ik

Bik(ξipi; ξkpk) (11.40)

we need to calculate two particle Green’s function:

G2(1, 2; 3, 4) =< 0|Tψ(1)ψ(2)ψ+(3)ψ+(4)|0 > (11.41)

etc.
From (11.37) we immediately obtain particle momentum distribution func-

tion as:

n(p) = −i
∫ ∞

−∞

dε

2π
G(pε)e−iετ |τ→−0 (11.42)

Here we can not simply go to the limit of τ = 0, as G ∼ 1
ε and for ε → ∞

the integral
∫
dεG(pε) diverges. For finite and negative τ we can transform the

integral over real axis of ε to integral over the closed contour C, shown in Fig.
10-1. Aftre that we can put τ = 0, so that:

n(p) = −i
∫
C

dε

2π
G(pε) (11.43)

Consider Green’s function like that of Eq. (11.32) (quasiparticles!):

G(pε) =
Z

ε− ε(p) + iγ(p)sign(p− pF )
+Greg(pε) (11.44)
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Figure 11.1: Integration contour used in calculations of distribution function.

We see that damping (imaginary part in the denominator of the first term)
changes sign at p = pF : it is positive for p > pF and negative for p < pF . Thus,
for p < pF we have a pole inside contour C, so that the integral is equal to Z,
while for p > pF the pole is in the lower half–plane and the integral over C is
equal to zero. Neglecting the regular many particle contribution Greg we have:

n(pF − 0)− n(pF + 0) = Z (11.45)

As 0 ≤ n(p) ≤ 1, it follows that 0 < Z < 1. Now it is clear, that the qualita-
tive form of distribution function of Fermions at T = 0 (interacting Fermions,
Fermi liquid!) has the form, shown in Fig. 10-2. Thus, despite the presence of

Figure 11.2: Qualitative form of distribution function of particles in Fermi liquid
at T = 0.

interactions (not necessarily weak!), which “smears” momentum distribution of
particles, there is still a “trace” of Fermi distribution for an ideal gas — even
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in Fermi liquid there is a finite discontinuity in distribution function at p = pF .
This important result was first derived by Migdal, it gives a major microscopic
justification of one of the most important assumptions of phenomenological
Fermi liquid theory, introduced by Landau. Surely, our analysis is valid only
for momenta p close enough to pF , where concept of quasiparticles “works” due
to γ ∼ (p − pF )

2, making damping small in comparison to the real part of the
spectrum ε(p) ≈ vF (|p| − pF ).

11.2 Feynman diagrams for many-particle sys-
tems.

Feynman diagram technique is an elegant and compact formulation of perturba-
tion theory rules to calculate Green’s functions. Unfortunately, we are unable to
present here the detailed derivation of these rules and the reader should address
to Refs. [29, 2] for the complete presentation of Feynman’s approach. An ele-
mentary, though detailed enough, presentation can be found in Ref. [30]. Many
examples of practical use of Feynman diagrams are given in Ref. [32]. Here
we shall limit ourselves to formulation of elementary rules of diagram technique
(without derivation), which is sufficient to get some impression of the method
and not to be “frightened” by the appearance of Feynman diagrams, which are
rather ubiquitous in modern literature.

To be concrete, let us consider the system of interacting Fermions, with the
Hamiltonian, written in secondary quantization formalism as:

H =
∑
p

ε(p)a+p ap +
1

2

∑
pqk

Vka
+
p+ka

+
q−kaqap (11.46)

By definition, Green’s function G(pτ) is dealing with the motion of a single
particle. In the absence of interactions (free Green’s function) we can represent
this motion by a straight line, e.g. directed from right to left. As unperturbed
ground state of the system is the filled Fermi sphere, there is a possibility of
a hole motion, which we shall represent by a straight line, directed from left
to right. Thus, directed line represents the free Green’s function G(pτ), corre-
sponding to a free particle with momentum p.

Interaction corresponds to scattering of one particle by another. In the first
order of perturbation theory over Vk, we have two types of scattering processes,
represented by Feynman diagrams, shown in Fig. 10-3. Process corresponding

Figure 11.3: Diagrams of the first order for the Green’s function.
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to the first diagram corresponds to a particle moving in a free way until it
is directly scattered by particles inside the Fermi sphere (surface) at the time
moment τ1, while afterwards it continues the free motion from time moment τ1
to time moment τ . The act of interaction (scattering) is represented by the wavy
line and a closed circle describes the process, when a particle is scattered from
the state with some momentum below the Fermi surface and returned again
to the same state. Process corresponding to second diagram represents the so
called exchange scattering on particles below the Fermi surface, its meaning is
obvious from the diagram itself – the free motion after scattering is continued
by a particle excited from below of the Fermi surface, while initial particle has
gone to a state below.

In the second order of perturbation theory, the number of possible scattering
processes increases, examples of appropriate Feynman diagrams are shown in
Fig. 10-4. All diagrams here, except the last one, show different combinations

Figure 11.4: Examples of diagrams of the second order for the Green’s function.

of scattering of the first order, considered above. The last diagram describes
something new — at the moment τ1 the particle is scattered, creating a particle
– hole pair, exciting it from the states below the Fermi surface. At the moment
τ2 the particle is scattered again, as particle – hole pair annihilates, returning to
the initial state. Physically, this process corresponds to polarization of particles
below the Fermi surface.

Most conveniently, the rules of diagram technique are formulated for calcu-
lations of the Fourier transform of Green’s function G(pε). In this case arrows
on lines, representing Green’s functions, does not denote the direction of time,
but correspond simple to incoming and outgoing “energies” ε and momenta p,
which are conserved in each vertex (interaction point). The rules to construct an
analytic expression, corresponding to a given Feynman diagram, are formulated
as follows:

1. To each straight line we attribute the value of momentum p and “energy”
ε, and write corresponding analytic expression:

iG0(pε) =
i

ε− ε(p) + iδsignε(p)
. (11.47)

2. To each interaction (wavy) line corresponds the factor −iVq (in case of
instantaneous interaction) or −iV (qω) for retarded interaction.
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3. In each vertex (point, where wavy line is attached to Green’s function
lines) energy and momentum are conserved, with energies and momenta
attributed to lines directed towards the vertex, taken with plus - sign,
while energies and momenta attributed to outgoing lines are taken with
minus - sign.

4. It is necessary to perform integration over each p and ε not fixed by
conservation laws:

1

(2π)4

∫
d3p

∫
dε... (11.48)

5. Each closed Fermion loop is attributed an extra factor of (−1).

6. Summation over spins (e.g. in a loop) introduces a factor of 2 (for Fermions
with spin 1/2).

Consider the simplest expressions, corresponding to specific diagrams. For ex-
ample, the first diagram of Fig. 11-3 corresponds to an analytic expression:

i2G0(pε)(−iV0)
{

2

(2π)3

∫
d3p′(−n(p′))

}
iG0(pε) = G0(pε)(−iV0)NG0(pε)

(11.49)
where in the first expression we already taken into account (11.43) and N is
the total number of particles. This gives the so called Hartree correction. The
second diagram of Fig. 11-3 gives:

i2G0(pε)
1

(2π)3

∫
d3q(−iVq)(−n(p+ q))G0(pε) (11.50)

which is Fock correction. The last diagram of Fig. 11-4 corresponds to:

G0(pε)
1

(2π)4

∫
d3q

∫
dωiG0(p− qε− ω)(−iVq)2[−iΠ0(qω)]G0(pε) (11.51)

where we have introduced the so called polarization operator, corresponding to
the loop in this graph:

−iΠ0(qω) = 2(−i)(−1)

∫
d3p′

(2π)3

∫
dε′

2π
(i)2G0(p

′ + qε+ ω)G0(p
′ε′) =

= i

∫
d3p

(2π)3
n(p)− n(p− q)

ε(p− q)− ε(p) + ω + iδsignω

(11.52)

Note that this expression gives only the simplest contribution to polarization
operator, in general case we have to deal with higher order corrections, e.g. of
the type shown in Fig. 10-5.

11.3 Dyson equation.

Remarkable property of Feynman diagram technique is the possibility to perform
intuitively clear graphical summation of infinite series of diagrams. Let us denote
an exact Green’s function (taking into all interaction corrections) by a “fat”
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Figure 11.5: Higher corrections for polarization operator.

(or “dressed”) line, while the free particle Green’s function is denoted by a
“thin” line as above. The total transition amplitude from point 2 to point 1 is,
obviously, equal to the sum of all possible transition amplitudes, appearing in all
orders of perturbation theory, i.e. to the sum of all diagrams of the type shown
in Fig. 10-6. Now we can classify these diagrams in the following way. First of

Figure 11.6: Diagrammatic series for the total (exact) Green’s function.

all we separate the single graph, corresponding to a free particle motion. All the
remaining diagrams has the following form: up to some point the particle moves
freely, then it is scattered, which leads to creation and annihilation of several
particles and holes (or it is scattered by particles below the Fermi surface), then
again it performs free motion, then it is scattered again etc. Let us denote
as Σ the sum of all diagrams which can not be cut over the single particle
line . Examples of such diagrams are shown in Fig. 10-7. Σ is called the
irreducible self-energy part, or simply self-energy. It is easily seen, that the full
(“dressed”) Green’s function is determined by the so called Dyson equation,
derived graphically in Fig. 10-8. Analytically, it corresponds to the following
integral equation:

G(1, 2) = G0(1, 2) +

∫
dτ3dτ4G0(1, 3)Σ(3, 4)G(4, 2) (11.53)

Iterating this equation, we obviously obtain the complete perturbation series for
the Green’s function. After Fourier transformation Dyson equations becomes a
simple algebraic equation:

G(pε) = G0(pε) +G0(pε)Σ(pε)G(pε), (11.54)
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Figure 11.7: Simplest diagrams for irreducible self-energy part.

Figure 11.8: Diagrammatic derivation of Dyson equation.

which is easily solved as:

G(pε) =
1

ε− ε(p)− Σ(pε)
(11.55)

where we have taken into account the explicit form of G0(pε). It is clear that
self-energy part Σ(pε) describes in a compact way all the changes of a particle
motion due to its interactions with all other particles in the system. In general
case, self-energy is a complex function consisting of real and imaginary parts
(this why in Eq. (11.55) we have dropped infinitesimally small imaginary con-
tribution from free particle Green’s function iδsign(ε − εF )). The energy of
quasiparticle can be determined now as a solution of the equation, determining
the pole of the total Green’s function:

ε = ε(p) + Σ(pε) (11.56)

In real case the solution of this equation for ε may be quite complicated.
For the examples given above in Eqs. (11.49), (11.50) and (11.51), the

appropriate contributions to self-energy part are:

ΣH = NV0 (11.57)

ΣF = −
∫

d3q

(2π)3
Vqn(p+ q) (11.58)

Σpol =

∫
d3q

(2π)3

∫
dω

2π
V 2
qΠ0(qω)G0(p− qε− ω) (11.59)

Let us return once again to the question of possibility to introduce well-defined
quasiparticles, i.e. to reduce the exact Green’s function to the form given by
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Eq. (11.32). In Fermi system, it is convenient to count all energies from the

chemical potential µ. For free particles we have ε(p) = p2

2m − µ. In isotropic
system (Fermi liquid) Σ(pε) depends only on the absolute value of p. Let us
define the value of Fermi momentum pF (radius of Fermi sphere) for the system
of interacting Fermions by the following equation:

p2F
2m

+Σ(pF , 0) = µ (11.60)

This definition assumes, of course, that ImΣ(p, 0) → 0 for p→ pF , ε→ 0 (Fermi
liquid behavior!). For the system of interacting Fermions we can prove in rather
general form, that ImΣ(pε) ∼Max{ε2, (p−pF )2}signε. Then, expanding Σ(pε)
in power series over p− pF and ε, we obtain the following expression for G(pε)
close to the Fermi surface:

G−1 = ε− p2

2m
+ µ− Σ(pε) ≈

≈ ε− p2

2m
+ µ− Σ(pF , 0)−

(
∂Σ

∂p

)
F

(p− pF )−
(
∂Σ

∂ε

)
F

ε+ iα|ε|ε =

=

[
1−

(
∂Σ

∂ε

)
F

]
ε−

[
pF
m

+

(
∂Σ

∂p

)
F

]
(p− pF ) + iα′|ε|ε(11.61)

where α′ = const. From Eq. (11.61) we can see, that Green’s function can be
written in the required form:

G(pε) =
Z

ε− vF (p− pF ) + iα|ε|ε
+Greg (11.62)

where Greg contains all contributions dropped in (11.61), and we defined:

Z−1 = 1−
(
∂Σ

∂ε

)
F

=

(
∂G−1

∂ε

)
F

(11.63)

vF =
pF
m⋆

=

pF
m +

(
∂Σ
∂p

)
F(

∂G−1

∂ε

)
F

= −

(
∂G−1

∂p

)
F(

∂G−1

∂ε

)
F

(11.64)

(11.65)

where α = Zα′. Thus, we obtain the Green’s function of Fermion quasiparticles
with an effective mass m⋆, which, as everything else, is determined by the
behavior of Σ(pε) close to the Fermi level (surface). Note that in a simplified

case, when Σ(pε) does not depend on p, so that
(
∂Σ
∂p

)
F
= 0, we have:

pF
m⋆

=
pF
m
Z i.e.

m⋆

m
= Z−1 (11.66)

so that Z simply renormalizes mass of the quasiparticle. Due to the general
property of Z < 1, effective mass in Fermi liquid is larger, than the mass of free
particles.

All these properties of Σ(pε) are rather easily confirmed, if we limit ourselves
to the contributions of simplest Feynman diagrams, both for the case of point-
like or Coulomb interactions. Rigorous choice and summation of “dominating”
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(sub)series of diagrams can be done for the cases of high or (inversely) low
density of Fermions, when there exist appropriate small parameters, allowing
the use of perturbation theory [29, 2, 30]. All basic assumptions of Fermi liquid
theory are thus explicitly confirmed by microscopic calculations. In general case,
when there is no small parameter and no “dominating” subseries of diagrams
(typical example are electrons in metals!), formally all diagrams are to be taken
into account and we can only limit ourselves to rather general analysis, of the
kind briefly illustrated above, which constitutes the basis of microscopic version
of Landau Fermi liquid approach.

In recent years, the number of models of the so called strongly correlated
systems demonstrated non Fermi liquid behavior, breaking the main assump-
tions of Landau theory, such as the possibility to introduce the well-defined
quasiparticles. This is rather typical situation in low dimensional systems, es-
pecially in one dimensional case. Two dimensional systems form apparently a
kind of borderline between non Fermi liquid and Fermi liquid behavior, situation
here is under active discussion at present, e.g. with respect to the properties of
high-temperature superconductors in the normal state.

Similar diagram technique can be constructed for all other basic types of
interactions in many particle systems, such as electron – phonon interaction,
scattering by impurities etc. Depending on the type of interaction, we can
have different topologies of Feynman diagrams and diagram rules. For example,
in the case of electron – phonon interaction wavy lines denote phonon (Bose)
Green’s functions, while in the case of random impurity scattering diagrams do
not have closed Fermion loops etc. Details of all these cases can be found e.g.
in Refs. [29, 32].

11.4 Effective interaction and dielectric screen-
ing.

As another example of the use of diagrammatic approach, below we shall discuss
diagram summation, leading to the concept of an effective (screened) interaction
in Fermion system. Let us define the effective (renormalized or full) interaction
by diagrams, shown in Fig. 10-9. In Fig. 10-10 we show diagrams for the

Figure 11.9: Feynman diagrams for effective interaction between particles.

full polarization operator (containing higher order corrections) and for the so
called vertex parts, representing complicated “blocks” of diagrams, describing
the processes of multiple scatterings of Fermions. Unfortunately, for vertex
parts we can not find in general the closed integral equations, similar to Dyson
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equation discussed above. It is only possible in some specific approximations
and models. The screened effective interaction (“fat” wavy line in Fig. 11-

Figure 11.10: Full polarization operator and vertex parts.

9) can be related to frequency and wave vector dependent dielectric function
of the system ϵ(qω). Using diagrams shown in Fig 11-9, we get the screened
interaction as:

−iV(qω) ≡ − iVq
ϵ(qω)

=

= −iVq + (−iVq)[−iΠ(qω)](−iVq) + (−iVq)[−iΠ(qω)](−iVq)[−iΠ(qω)](−iVq) + ...

= −iVq + (−iVq)[−iΠ(qω)](−iV(qω)) =

= −iVq + (−iVq)[−iΠ(qω)](−iVq)
1

ϵ(qω)
=

= −iVq
{
1− VqΠ(qω)

1

ϵ(qω)

}
so that:

1

ϵ(qω)
= 1− VqΠ(qω)

1

ϵ(qω)
(11.67)

From here we obtain the general expression for dielectric function (permeability)
of many particle system via polarization operator:

ϵ(qω) = 1 + VqΠ(qω) (11.68)

In case of Coulomb interaction in the system of electrons we have Vq =
4πe2

q2 , so
that:

ϵ(qω) = 1 +
4πe2

q2
Π(qω) (11.69)

Consider the simplest approximation for polarization operator (11.52)6. After
calculation of all integrals, this polarization operator can be written as [29, 30,
32]:

Π0(qω) = νFΦ(qω) (11.70)

6This approximation is justified in the limit of high enough density of electrons, when
Coulomb interaction can be considered weak. Appropriate estimates were given above during
the discussion of basic properties of Fermi gases.
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where νF is electron density of states at the Fermi level and

Φ(qω) =
1

2

∫ 1

−1

dx
vF qx

ω − vF qx
=

= 1− ω

2vF q
ln

∣∣∣∣ω + vF q

ω − vF q

∣∣∣∣+ iπ
ω

2vF q
θ(vF q − ω). (11.71)

In particular, Φ(q0) = 1, which gives:

Π(q0) = νF (11.72)

Then we obtain:

ϵ(q0) = 1 +
4πe2

q2
νF = 1 +

κ2

q2
(11.73)

where
κ2 = 4πe2νF (11.74)

Accordingly:

V(q0) = 4πe2

q2ϵ(q0)
=

4πe2

q2 + κ2
(11.75)

which describes the so called debye screening of Coulomb potential in quantum
plasma of electrons at temperature T = 0. Obviously, in coordinate space we

have V(r) = e2

r e
−κr, so that Eq. (11.74), in fact, determines the screening

radius κ−1.
In the inverse limit of high frequencies of ω ≫ vF q, we can show that Φ(qω) =

−v2F q
2

3ω2 , so that:

ϵ(ω) = 1− 4πe2v2F
3ω2

νF = 1− 4πne2

mω2
= 1−

ω2
p

ω2
(11.76)

Here we used νF = 3
2
n
εF

, where n is density (concentration) of electrons. We
also introduced the square of plasma frequency:

ω2
p =

4πne2

m
(11.77)

Equation ϵ(qω) = 0 determines the frequency of plasma oscillations (plasmons)
for the whole range of q. In particular, for small values of q, when plasmon
damping is absent, we can find the dispersion (spectrum) of plasmons as:

ω2 = ω2
p +

3

5
vF q

2 (11.78)

In fact, the frequency of plasmons is very weakly dependent on their wavelength
and this dispersion is just a small correction.

11.5 Green’s functions at finite temperatures.

Feynman diagram technique discussed above was generalized by Matsubara to
the case of finite temperatures [29]. Below we shall briefly discuss this gener-
alization, limiting discussion to Fermi systems only. Thermodynamic Green’s
function of a Fermi particle is defined according to Matsubara as:

G(p, τ2 − τ1) = −i < Tap(τ2)a
+
p (τ1) > (11.79)
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where, by definition:

ap(τ) = e(H−µN)τape
−(H−µN)τ (11.80)

and 0 < τ1, τ2 < β = 1
T are real variables, while the angular brackets denote

averaging over the grand canonical Gibbs distribution, which is convenient to
write here as:

< A >=
SpρA

Spρ
where ρ = e−β(H−µN) (11.81)

Taking into account that Z = Spρ, this is equivalent to the definition used
above. The reason why the Green’s function G can be represented by the same
diagrammatic series as Green’s function G, previously defined for the case of
T = 0, can be seen as follows. We have seen that diagrammatic expansion
for G is the fundamental consequence of time dependent Schroedinger equation
(11.1). Statistical operator ρ, written in the form of (11.81), satisfies the so
called Bloch equation:

∂ρ

∂β
= −(H − µN)ρ (11.82)

which is easily verified by direct differentiation. Now we see the direct corre-
spondence between time dependent Schroedinger equation (11.1):

ψ ↔ ρ H ↔ H − µN it↔ β (11.83)

Thus, making the substitution:

H → H − µN it→ τ (11.84)

in all expressions of previous paragraphs we can obtain the diagrammatic tech-
nique for G, which is practically of the same form as in the case of T = 0.
Substitution H → H − µN only shifts of energy scale of single particle energy
by µ:

H0 − µN =
∑
p

(ε(p)− µ)a+p ap (11.85)

Though Matsubara’s Green’ functions G depend on “imaginary time” τ 7, we can
always perform transformation to real time in final expression putting τ → it,
or more precisely, making an analytic continuation to the real axis of time.

We noted above that the values of τ1 and τ2 in (11.79) vary in the interval
from 0 to β. Thus, to make transformation to (p, ω) representation, we have to
introduce the periodically continues function G, obtained by periodic repetition
of G on the interval from −∞ to ∞. For this function we can write down an
expansion into Fourier series:

G(pτ) = 1

β

∞∑
n=−∞

e−iωnτG(pωn) (11.86)

where summation is performed over discrete (Matsubara) frequencies ωn = πnT .
Accordingly

G(pωn) =
1

2

∫ β

−β
dτeiωnτG(pτ) (11.87)

7The variable τ is real, but Green’s function G is obtained from G by the replacement
it→ τ , so that actually we are making transformation to “imaginary time” t = −iτ .
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“Time” difference τ = τ2 − τ1 varies in the interval (−β, β), as the values of
τ1 and τ2 vary in the interval (0, β). The function G(pτ) periodically repeat
itself in the intervals (−β, β), (β, 3β), (3β, 5β), ..., (−3β,−β), .... For the system
consisting of Fermions, the even values of n drop out of the series for G(pτ) due
to “quasiperiodic” boundary condition:

G(p, τ) = −G(p, τ + β) for τ < 0 (11.88)

To see the validity of this relation, we can use the property SpAB = SpBA.
Assuming τ ′ − τ > 0, we have:

G(p, τ − τ ′) =
i

Z
Spe−β(H−µN)a+p (τ

′)ap(τ) =

=
i

Z
Spap(τ)e

−β(H−µN)a+p (τ
′)e =

=
i

Z
Spe−β(H−µN)eβ(H−µN)ap(τ)e

−β(H−µN)a+p (τ
′) =

=
i

Z
Spe−β(H−µN)ap(τ + β)a+p (τ

′)

(11.89)

or
G(p, τ − τ ′) = −G(p, τ − τ ′ + β) (11.90)

which for τ ′ = 0 just coincides with (11.88). The minus sign appeared here due
to anticommutation of Fermi operators. Substituting (11.88) into (11.86) we
can see, that all terms with even n become zero. Thus, for Fermions we are
always dealing with odd Matsubara frequencies:

ωn =
(2n+ 1)π

β
= (2n+ 1)πT (11.91)

In a similar way, for Bosons only even Matsubara frequencies remain:

ωn =
2nπ

β
= 2nπT (11.92)

Remembering Eqs. (11.16), (11.17) and (11.18) for free particle Green’s
functions at T = 0, we can easily write down Matsubara’s Green’s for free
Fermions as:

G0(p, τ2 − τ1) = −i{θ(τ2 − τ1)(1− n(p))− θ(τ1 − τ2)n(p)}e−(ε(p)−µ)(τ2−τ1)

(11.93)
where n(p) = [eβ(ε(p)−µ) + 1]−1 is Fermi distribution for finite T . Thus, the
step-like functions, entering the definition of G0 at T = 0 are “smeared” by
finite T , so that the state with a given p can be filled either by particle or a
hole.

Substituting (11.93) into (11.87) we find:

G0(pωn) =
i

iωn − ε(p) + µ
ωn = (2n+ 1)πT (11.94)

With the only change, related to the transition to discrete frequencies, which
also “conserve” in the vertices, Matsubara’s diagram technique for T > 0 is
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practically identical to Feynman technique for T = 0. In particular, the full
(exact) Green’s function is determined by Dyson equation:

G(pωn) =
i

iωn − ε(p) + µ− Σ(pωn)
, ωn = (2n+ 1)πT (11.95)

However, we must stress that Matsubara’s Green’s functions are not quantum
propagators (transition amplitudes) at all!

Calculation of Matsubara’s Green’s functions allows, in principle, to find
arbitrary thermodynamic characteristics of the many particle system at finite
temperatures. In particular, it is possible to construct diagrammatic expansion
for interaction correction to thermodynamic potential Ω [29]. Appropriate dia-
grams of the lowest orders are shown in Fig. 10-11. For concreteness we show

Figure 11.11: Diagrammatic expansion for thermodynamic potential.

here diagrams for the case of interacting Fermions. Perturbation series for ∆Ω
consists of loop diagrams, restricted to the case of connected diagrams only.
Certain difficulty here is related to the appearance in this series of an extra
combinatorial factor of 1

n for every contribution of the n-th order. This makes a
series for ∆Ω rather inconvenient for summation. In particular, for ∆Ω we can
not derive any analogue of Dyson equation. As Ω = −V P (µ, T ), in fact here we
are calculating the corrections to pressure ∆P = P − P0(µ, T ), where P0 is the
pressure in a system of free particles (ideal gas), so that we are actually dealing
with quantum corrections to the equation of state.

Finally, we shall mention the diagram technique, proposed by Keldysh, which
is applicable to finite temperatures and, more importantly, to the analysis of
nonequilibrium processes in many particle systems in real time, including the
derivation of kinetic equations. Detailed enough presentation of this technique
can be found in Ref. [15].



Appendix A

Motion in phase space,
ergodicity and mixing.

A.1 Ergodicity.

From classical mechanics it is known, that differential equations of motion of
any conservative mechanical system can be written in Hamilton form:

q̇k =
∂H

∂pk
ṗk = −∂H

∂qk
(A.1)

where qk, pk are generalized coordinates and momenta (k = 1, 2, ..., n = 3N , i.e.
in total we have 2n = 6N equations, where N is the number of particles in the
system and n is the number of degrees of freedom),

H(p, q) = H(p1, p2, ..., pn; q1, q2, ..., qn) (A.2)

is the Hamiltonian of the system, which is equal to the total energy, expressed
as a function of generalized coordinates and momenta. Hamiltonian is related
to Lagrangian L by the well known relation:

H =

n∑
k=1

pk q̇k − L (A.3)

Equations of motion (A.3) can be integrated and their solutions can be
written in the following form1:

pk = φk(q
0
l , p

0
l , t) qk = ψk(q

0
l , p

0
l , t) (A.4)

where q0l , p
0
l are initial values of coordinates and momenta. Functions φk, ψk

represent (according to Cauchy theorem) single valued and continuous functions
of arguments q0l , p

0
l .

To obtain (conserving) integrals of motion we can use the following proce-
dure. Divide by equation ṗ1 = − ∂H

∂q1
all the other 2n− 1 equations (A.1). Then

we get:

dq1
dp1

= −
∂H
∂p1
∂H
∂q1

,...,
dpn
dp1

= −
∂H
∂qn
∂H
∂q1

(A.5)

1Below we mainly follow Ref. [10]
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This system of equations does not contain time t (for H independent of t)
and defines conserving quantities. In total it gives 2n − 1 integrals of motion,
including obviously energy, which we denote as:

Φ1(q, p) ≡ H(p, q) = α1 = E (A.6)

Then, the rest of 2n− 2 integrals of motion can be written as:

Φ2(q, p) = α2,...,Φn(q, p) = αn

Ψ2(q, p) = β2,...,Ψn(q, p) = βn (A.7)

where α1, ..., αn;β2, ..., βn are integration constants. One more integral of mo-
tion is obtained solving the equation ṗ1 = −∂H/∂q1 and using Eqs. (A.6),(A.7).
This can be written as:

Ψ1(q, p) = t+ β1 (A.8)

Addition to t of an arbitrary constant does not change equations of motion, as
time t enters only through differentials.

Consider the simplest example of a system with one degree of freedom —
the harmonic oscillator. Then (putting the mass m = 1) the Hamiltonian is
written as:

H =
1

2
(p2 + ω2q2). (A.9)

Hamilton equations of motion now are:

q̇ =
∂H

∂p
= p ṗ = −∂H

∂q
= −ω2q (A.10)

which give the following solutions (integrals):

q = q0 cosωt+
p0

ω
sinωt, p = −ωq0 sinωt+ p0 cosωt (A.11)

which can be rewritten as energy integral:

2H = p2 + ω2q2 = 2E (A.12)

and the relation, determining the dependence of p and q on time:

1

ω
arccos

ωq√
p2 + ω2q2

= t+ β (A.13)

Oscillator with one degree of freedom possesses these two integrals of motion.
Mechanical state of oscillator is represented by a point on (p, q) – plane, which is
the phase space for this simple system. The motion of the system is represented
by phase point movement over the “ergodic surface” (line on (p, q) – plane),
determined by the value of energy E. These lines of constant energies, as is
obvious from Eq. (A.12), form the ellipses, like those shown in Fig. A-1). The
second integral (A.13) determines the velocity of phase point movement over
these ellipses. Integrals of motion for oscillator (A.11) can be rewritten, using
Eqs. (A.12),(A.13), as:

q =

√
2E

ω
sinω(t+ β) p =

√
2E cos(t+ β). (A.14)
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Figure A.1: Phase space of harmonic oscillator. Shown are isoenergetic “sur-
faces” — ellipses, corresponding to oscillators, with energies differing by ∆E
in energy. Microcanonical distribution function is equal to a constant, different
from zero in the area Ω between these ellipses.

For this simple system time average can be calculated in elementary way. Due to
periodicity of motion (A.14), time average of an arbitrary function of dynamic
variables F (q, p) on an infinite time interval, can be reduced to the average over
the period of motion T = 2π

ω :

F̃ =
ω

2π

∫ 2π
ω

0

dtF

{√
2E

ω
sinω(t+ β),

√
2E cosω(t+ β)

}
. (A.15)

This average depends on E, with E being fixed here. Without changing the
value of (A.15), we can calculate its average over infinitesimally small interval
of energies:

F̃ = lim
∆E→0

1

∆E

∫ E+∆E

E

dEF̃ =

= lim
∆E→0

ω

2π∆E

∫ E+∆E

E

dE

∫ 2π
ω

0

dtF

{√
2E

ω
sinω(t+ β),

√
2E cosω(t+ β)

}
.(A.16)

Let us transform from variables E and t to q and p. Using (A.14), we can
calculate the Jacobian of this transformation as:

∂(q, p)

∂(t, E)
=

∣∣∣∣∣
√
2E cosω(t+ β) 1

ω
√
2E

sinω(t+ β)

−ω
√
2E sinω(t+ β) 1√

2E
cosω(t+ β)

∣∣∣∣∣ = 1 (A.17)

Then we obtain:

F̃ = lim
∆E→0

ω

2π∆E

∫
dq

∫
dpF (q, p) (A.18)

where the integration is performed over the infinitesimally narrow area between
the ellipses of constant energies E and E +∆E with ∆E → 0.

On the other hand we can define microcanonical distribution for oscillator,
with probability density ρ(p, q) equal to constant (independent of specific values
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of p and q) within the area Ω between the ellipse p2 + ω2q2 = 2E and ellipse
p2 + ω2q2 = 2(E +∆E), and equal to zero outside this area (cf. Fig. A-1):

ρ(p, q) =

{
ω

2π∆E for p, q ⊂ Ω
0 for p, q ̸⊂ Ω

(A.19)

where to guarantee normalization of ρ(p, q) to unity, we have taken into account
that the actual area of Ω is:

∆(πab) = ∆

(
2πE

ω

)
=

2π∆E

ω
, (A.20)

where a and b denote semi-axes of ellipse, corresponding to energy E. Then,
microcanonical average (over phase space) of F (q, p) is equal to:

< F >=

∫
dpdqρ(p, q)F (q, p) = lim

∆E→0

ω

2π∆E

∫ ∫ p2+ω2q2=2E

p2+ω2q2=2(E+∆E)

dpdqF (q, p)

(A.21)
Comparing (A.18) and (A.21) we can see, that in this simplest case of a sys-
tem with only one degree of freedom, the time average simply coincides with
microcanonical average.

In general case the, as we seen above, integrals of Hamilton equations can
be written as:

pk = φk(t+ β1, β2, ..., βn, α1, α2, ...αn)

qk = ψk(t+ β1, β2, ..., βn, α1, α2, ...αn) (A.22)

or in shortened form:

X = Φ(t+ β1, β2, ..., βn, α1, α2, ...αn) (A.23)

Time average of an arbitrary dynamic variable F (X) is determined by:

F̃ = lim
T→∞

1

T

∫ ∞

0

dtF (X) =

= lim
T→∞

1

T

∫ ∞

0

dtF{Φ(t+ β1, β2, ..., βn, α1, α2, ...αn)} (A.24)

This average, in general, depends on all 2n− 1 integration constants (integrals
of motion) β2, ..., βn, α1, α2, ...αn, except β1, on which it does not depend. At
the same time, we have shown before that statistical mechanical averages of
any dynamic variables in equilibrium depend only on one integral of motion —
energy2. Thus, the many particle systems under consideration should satisfy
the special property: time averages of any single valued dynamical variable is
dependent only on energy α1 = E:

F̃ (X) = fF (E) (A.25)

Such systems are called ergodic. For ergodic systems the time average of any
single valued dynamical variable is equal to its average over microcanonical
ensemble.

2For fixed external parameters like volume, pressure, external fields etc.



A.1. ERGODICITY. 233

The proof of this statement is rather simple. Consider microcanonical aver-
age:

< F >=

∫
dXF (X)wE(X) (A.26)

where

wE(X) =
δ{H(X)− E}

Ω(E)
. (A.27)

As the value of < F > does not depend on time, its time average is equal to
itself, so that:

< F >= <̃ F > = lim
T→∞

1

T

∫ T

0

dt

∫
dXF (X)wE(X). (A.28)

Variables X determine the state of the system at the moment t, let us make
transformation to variables X0, determining the state of the system at t = 0.
These variables are related through the solutions of Hamilton equations, which
can be written as:

X = Φ(t,X0) (A.29)

Then
F (X) = F{Φ(t,X0)} (A.30)

Obviously H(X) = H(X0), so that

wE(X) =
δ{H(X)− E}

Ω(E)
=
δ{H(X0)− E}

Ω(E)
= wE(X0), (A.31)

and according to Liouville theorem dX = dX0. Thus, after changing the vari-
ables we have:

< F >= lim
T→∞

1

T

∫ T

0

dt

∫
dX0wE(X0)F{Φ(t,X0)} (A.32)

Let us change the order of integration over t and X0, then:

< F >=

∫
dX0wE(X0) lim

T→∞

1

T

∫ T

0

dtF{Φ(t,X0)} =

∫
dX0wE(X0)F̃ (A.33)

Due to the assumed ergodicity the time average F̃ depends only on energy
H(X0), so that:

F̃ = fF [H(X0)] (A.34)

Thus

< F >=

∫
dX0wE(X0)fF [H(X0)] (A.35)

But wE(X0) is different from zero only for H = E, so that fF (H) can be taken
out of integral, putting H = E. Then we get:

< F >= fF (E)

∫
dX0wE(X0) = fF (E) = F̃ (A.36)

where we have taken into account that the integral is equal to unity due to
renormalization condition. This ends the proof of equivalence of time and mi-
crocanonical averaging for ergodic systems.
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It may seem that ergodic mechanical systems just do not exist at all, as
the general time average (A.24) definitely depends on other integrals of motion
α2, α3, ..., βn, besides energy. Consider one of them, e.g. Φ2(X) = α2. The time
average of Φ2(X) is obviously equal to α2 and depends not on energy integral
E = α1, but on α2. However, for ergodic systems the left parts of all integrals
of motion Φk = αk,Ψk = βk (k = 2, ..., n), besides energy, momentum and
angular momentum are multivalued functions of coordinates and momenta (and
can not be transformed to single valued functions). This is always so for systems
with inseparable variables. Systems with separable variables are, in this sense,
trivial — they are exactly solvable and are also called integrable, their motion
is regular (non random) and we do not need statistics at all to describe their
properties3. The restriction to single valued functions F (p, q) is quite natural
from physical point of view, for systems at rest we can drop momentum and
angular momentum integrals of motion. Statistical mechanics is dealing with
complicated non integrable systems (performing nontrivial motion). In recent
decades a number of explicit examples of such systems, sometimes consisting
of rather few particles, were demonstrated to show all the properties of ergodic
motion [12].

A.2 Poincare recurrence theorem.

Let us continue our discussion of the system motion in phase space using more
abstract language. Consider the phase point (p, q). Let us define the operator
of time translation T̂ (t) as:

(q(t), p(t)) = T̂ (t)(q(0), p(0)) (A.37)

This operator gives a complete description of phase point motion and is implic-
itly defined by Hamilton equations. We shall not try to construct such operators
explicitly for specific systems, it is clear that, in principle, they always exist.
Liouville theorem corresponds to conservation of an arbitrary phase volume Γ
under the action of operator T̂ :

Γ(t) = T̂ (t)Γ(0) = Γ(0) (A.38)

Using Liouville theorem, it is rather easy to prove the so called Poincare recur-
rence theorem [12]. Consider conservative (H is time independent) mechanical
system, performing motion in a finite region of its phase space. Let us take some
region (set of points) of the phase space A and chose an initial point z0 = (q0, p0)
in it. We shall show now, that after a certain (finite) time the system will neces-
sarily return to the region A (Poincare theorem), except probably a set of initial
points of measure zero. The proof can be done through reductio ad absurdum.
Let us denote as B the subset of points in A, which never return to A. Suppose
that after some large time t1 the set B moves to B1:

T̂ (t1)B = B1 (A.39)

3More details on this can be found in Ref. [11], where it is shown that in general case of
systems with inseparable variables, the set of single valued integrals of motion is limited to
those, which are directly related to general properties of time and translational invariance, as
well is to isotropy of space, i.e. to energy, momentum and angular momentum conservation
laws.
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According to definition of B the intersection of B1 and A is an empty set:

B1 ∩A = ∅ (A.40)

After time interval t2 = 2t1 we have:

T̂ (2t1)B = T̂ (t1)B1 ≡ B2 (A.41)

Then also
B2 ∩B1 = ∅ (A.42)

If this is not so, there exist points, which do not left B1. However, due to time
reversibility of Hamilton equations that would mean, that these points could
not have entered B1. This contradicts their past: at t = 0, according to our
assumption, they belonged to A. Continued application of T̂ (nt1) – operator
to B leads to an infinite sequence B1, B2, ... of nonintersecting images of B.
According to Liouville theorem:

Γ(B) = Γ(B1) = Γ(B2) = ..., (A.43)

so that during the motion, the points from B cover the phase volume Γ = ∞.
However, due to a finite nature of the motion of our system, this volume is
to be finite. This is possible only in case of Γ(B) = 0, which proves Poincare
recurrence theorem.

From Poincare theorem it follows, that the system will infinitely many times
return to initial region A. It may seem that this result contradicts the irre-
versible evolution of many particle systems, observed in the experiments, and
possibility of its description along the lines of statistical mechanics. Actually,
this is not so. To understand this situation, we have to consider the average
recurrence time or the time of Poincare cycle. Let us make a rough estimate of
this time for the simplest many particle system — an ideal gas [33]. Consider N
molecules of the gas moving in volume V . We may understand the recurrence
in the sense of repetition of the state of each molecule with some finite accuracy
∆v of its velocity and some ∆x for its coordinate. This accuracy corresponds to
an element of phase volume ∆Γ = [m∆v∆x]3N , while the total set of possible

states of the gas, with fixed energy E =
∑
i
mv2i
2 = 3

2NT , corresponds the phase
volume4:

Γ ≈ C3N (m2
∑
i

v2i )
3N/2V N ≈ C3N (3NTm)

3N/2
V N . (A.44)

It is clear, that before returning (with the given accuracy) to initial position,
the phase point, representing our system, is to pass through ∼ Γ

∆Γ states. Let τ
be some characteristic time for gas, e.g. mean free time of the molecule. Then,
the recurrence time can be roughly estimated as:

τR ∼ τ
Γ

∆Γ
∼ C3N

(
V

∆x3

)N (
3NT

m∆v2

)3N/2

τ ∼
(

V

∆x3

)N (
T

m∆v2

)3N/2

τ.

(A.45)

4Here C3N ≈
(
2πe
3N

)3N/2
is related to a constant in the expression for the volume of n-

dimensional sphere Vn = CRn, the exact value of this constant being Cn = 2πn/2

nΓ(n/2)
. For

n ≫ 1, using the asymptotic expression for Γ-function Γ(n/2) ≈ (2π)1/2(n/2)(n−1)/2e−n/2,

we get Cn ≈
(
2πe
n

)n/2
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Let us take ∆x ∼ 0.1(V/N)1/3, i.e. of the order of 10% of interparticle distance
in our gas, and ∆v ∼ 0.1(T/m)1/2, i.e. of the order of 10% of an average velocity
(so that conditions if “return” are rather crude). Then we obtain:

τR ∼ τ(10N)N (102)3N/2 ∼ τNN (A.46)

For 1cm3 of a gas in normal conditions we have N ∼ 1018, so that

τR
τ

∼ (1018)10
18

∼ 102 1019 (A.47)

and the ratio of recurrence time τR to mean free time τ ∼ 10−6sec, or to
one second, one year, or even to a characteristic “lifetime” of our Universe
(∼ 1010years ∼ 1017sec), with logarithmic accuracy is the same (!) and is

of the order of 102 1019 . Thus, the typical time of Poincare cycle, even for
such a simple system, is immensely large, and the probability of such return is
immensely small. This leads to an obvious conclusion, that the most probable
behavior of many particle system is, in fact, the irreversible behavior, observed
in reality.

A.3 Instability of trajectories and mixing.

Consider the motion of a drop of “phase liquid” in the phase space. The char-
acter of this motion may be very complicated, as time grows, the borders of the
drop may become irregular, with drop becoming “amoeba” – like (cf. Fig .A-2),
filling different regions of the phase space. The volume of the drop is conserved
(Liouville theorem). Such motion is called mixing. The phase points, which

Figure A.2: Qualitative evolution of phase drop during mixing.

were close to each other initially, may become very far from each other during
this time evolution, and move in practically independent way. The property
of mixing is natural to expect for systems, characterized by unstable motion,
when phase trajectories, initially close to each other, become exponentially far
away from each other with the growth of time, i.e. the small perturbations
of initial conditions lead to arbitrary large deviations of phase trajectory from
unperturbed motion. If the phase space is finite ( and we are interested just in
this case — the system moves over the hypersurface of constant energy!), the
phase trajectories can not deviate more than to a characteristic size of this space
and begin to intermix in very complicated way. Denoting by D(t) the distance
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between two points in the phase space, belonging to two different trajectories
at the moment t, we can formally define the local instability of motion in the
following way [12] – there exists a direction in phase space for which:

D(t) = D0e
h0t (A.48)

where the increment of instability (Lyapunov exponent, h0 > 0) is, in general,
the function of a point in phase space and has the statistical meaning [12] of an
inverse time of “decoupling” of correlations between trajectories during mixing.
It is obvious, that this picture can be directly related to an idea of description of
entropy growth, using the coarse grained distribution function, which we used
previously. The question arises — whether we can define entropy in such a
way, that will allow its use for dynamical systems, using only the properties
of phase trajectories (not distribution functions)? This problem was solved by
Kolmogorov, who introduced the notion of dynamic of K-entropy. Consider
again the evolution of some initial element of the phase volume ∆Γ0. According
to Liouville theorem:

∆Γ(t) = ∆Γ0 (A.49)

but the structure of the phase drop changes with time (cf. Fig. A-2). There
may appear “bubbles”, empty regions etc. As t grows, the “bubble” structure
becomes more and more fine, while the external border of the phase drop be-
comes wider and wider. Let us take some ε (of dimensionality Γ) and “coarsen”
the structure of the phase drop up to an accuracy of the order of ε. Then, qual-
itatively it is clear that all thin structures of the drop, with thickness smaller
than ε, will be effectively “dressed”, so that the coarse grained phase volume

∆̃Γ(t) will actually grow with time. Knowing (A.48), it is easy to understand
that

∆̃Γ(t) = ∆Γ0e
ht (A.50)

where h is some quantity, related to the increment of instability of phase tra-
jectories h0. Then we may define entropy as:

S = ln ∆̃Γ(t) = ln(∆Γ0e
ht) = ht+ ln∆Γ0 (A.51)

We are interested in defining physical characteristics, including entropy S, with
highest possible accuracy. If coarse graining is defined by ε, then it is obvious,
that there is no sense in taking ∆Γ0 less, than ε. Thus, we can put ∆Γ0 = ε
and go to the limit of ε→ 0. Consider:

lim
ε→0

lim
t→∞

1

t
ln ∆̃Γ(t) = lim

ε→0
lim
t→∞

1

t
(ht+ ln ε) = h (A.52)

This expression is the definition of K-entropy h. Let us stress the importance
of the order of performing limits here. The basic properties of K-entropy are:

1. K-entropy h determines the velocity of entropy S change due to purely
dynamic process of mixing of phase trajectories in phase space.

2. K-entropy h, the increment of local instability h0 and the inverse time of
decoupling of time correlations are of the same order of magnitude.
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These properties explain the physical meaning of Kolmogorov’s entropy.
How the physical entropy S reaches its maximum? For ε → 0, i.e. defining

the entropy S(t) = ht (t → ∞) with arbitrary large accuracy, entropy S does
not reach maximum, but situation changes if we fix the finite accuracy of coarse
graining ε0. Then, from (A.50) it is easy to find the characteristic time t0,

during which the region ∆Γ0 = ε0 is expanded up to the value ∆̃Γ = 1:

t0 =
1

h
ln

1

ε0
(A.53)

During this time the phase drop of the size of ε0 homogeneously fill all the phase
volume and the further growth of entropy stops.



Appendix B

Statistical mechanics and
information theory.

B.1 Relation between Gibbs distributions and
principle of maximal information entropy.

Information entropy.

The notion of entropy in statistical mechanics is closely related to the similar
notion in information theory [34]. There exists a wide range literature, where
this relation is discussed in detail [35, 36]. Below we shall deal with some of
the problems, illustrating the basic principles, connecting these fundamental
concepts.

In a narrow sense, information theory represents the statistical theory of
communications, i.e. transmission of signals, texts etc. [34]. The main concept
in this theory is that of information entropy, which acts as a measure of infor-
mation, contained in a given communication, text, set of signals etc., which are
considered as more or less random sequence of symbols or events. More pre-
cisely, information entropy gives the measure of indeterminacy of information,
corresponding to a given statistical distribution of such events. Let pk is some
discrete probability distribution of events, enumerated by index k. Information
entropy is defined as[34]1:

H = −
n∑
k=1

pk ln pk;

n∑
k

pk = 1 (B.1)

In fact, the value of H equals zero if some of pk = 1, while the remaining pk = 0,
i.e. when the result can be predicted with certainty and there is no indetermi-
nacy in information at all. The value of H acquires the maximum value, when
all pk are equal to each other, i.e. for pk = 1/n. It is obvious, that this limiting
case corresponds to maximal indeterminacy — we do not know anything about
specific events, all are equally probable (i.e. letters of the text appear absolutely

1For us it is irrelevant here, that in information theory this definition normally uses instead
of ln the logarithm with base 2, i.e. log2, which is related to measuring information in bits

239
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randomly, in physics this corresponds to absolutely random realization of dif-
ferent states of the system etc.). Maximum of information entropy corresponds
to maximum of our ignorance about events and our information on these in this
case is minimal.

Entropy H is additive for independent events, realized with probabilities ui
and vi, when pik = uivk, so that

H = −
∑
ik

pik ln pik = −
∑
i

ui lnui −
∑
k

vk ln vk;
∑
i

ui = 1;
∑
k

vk = 1

(B.2)
For continuous distribution of events x, characterized by probability density
f(x), information entropy is given by:

H = −
∫
dxf(x) ln f(x);

∫
dxf(x) = 1 (B.3)

For independent events, again we have additivity. If f(x, y) = f1(x)f2(y), we
obtain:

H = −
∫
dx

∫
dyf(x, y) ln f(x, y) = −

∫
dxf1(x) ln f1(x)−

∫
dyf2(y) ln f2(y)

(B.4)
Gibbs entropy defined by distribution function ρ(p, q) in phase space essen-

tially is also the information entropy:

S = −
∫
dΓρ ln ρ;

∫
dΓρ = 1 (B.5)

and can be considered as a measure of our ignorance (absence of information)
of details of microscopic states of the macroscopic system.

For ensembles with variable number of particles Eq. (B.5) is generalized as:

S = −
∑
N≥0

∫
dΓNρN ln ρN ;

∑
N≥0

∫
dΓNρN = 1. (B.6)

Below we consider extremal properties of Gibbs ensembles, which were es-
tablished long before the formulation of information theory. The proofs will be
given using Gibbs inequality (1.187):∫

dΓρ′ ln

(
ρ′

ρ

)
≥ 0 (B.7)

where ρ and ρ′ are two normalized distributions, defined in the same phase
space. Equality here holds only in case of ρ = ρ′.

Extremal properties of microcanonical distribution.

Let us prove that microcanonical distribution corresponds to the maximal infor-
mation entropy among all distributions with the same number of particles in the
same energy layer. Let ρ be distribution function of microcanonical ensemble,
while ρ′ is an arbitrary distribution function, defined in the same phase space
and in the same energy layer, and both satisfy normalization condition:∫

dΓρ′ =

∫
dΓρ = 1 (B.8)
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Substituting ρ and ρ′ into inequality (B.7), we obtain:

−
∫
dΓρ′ ln ρ′ ≤ −

∫
dΓρ′ ln ρ = − ln ρ

∫
dΓρ′ = −

∫
dΓρ ln ρ (B.9)

and the proof is complete. In Eq. (B.9) we used the constancy of microcanonical
distribution ρ in its energy layer and normalization conditions for ρ and ρ′.

Extremal properties of canonical distribution.

Let us show that Gibbs canonical distribution corresponds to maximal informa-
tion entropy at fixed average energy of the system:

< H >=

∫
dΓHρ (B.10)

with normalization condition: ∫
dΓρ = 1. (B.11)

Consider canonical distribution:

ρ = Z−1 exp (−βH) ; Z =

∫
dΓ exp (−βH) (B.12)

where β = 1/T . Consider ρ′ – another normalized distribution, corresponding
to the same average energy as canonical distribution ρ:∫

dΓρ′, H =

∫
dΓρH (B.13)

while in all other respects ρ′ is arbitrary. Substituting (B.12) to (B.7), we get:

−
∫
dΓρ′ ln ρ′ ≤ −

∫
dΓρ′ ln ρ = lnZ + β

∫
dΓρ′H = lnZ + β

∫
dΓρH

i.e. −
∫
dΓρ′ ln ρ′ ≤ −

∫
dΓρ ln ρ

(B.14)

which completes the proof.

Extremal properties of grand canonical distribution.

Let us give an example of the proof for the quantum case. The entropy of
quantum ensemble is defined as:

S = −Spρ ln ρ (B.15)

where ρ is density matrix. In diagonal representation (cf. (1.175)):

S = −
∑
k

wk lnwk (B.16)

which has the explicit form of (B.1) — the information entropy for discrete
sequence of events (in our case quantum states).
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Extremal properties of quantum ensembles can be derived using the inequal-
ity:

Spρ′ ln ρ′ ≥ Spρ′ ln ρ (B.17)

where ρ and ρ′ are arbitrary normalized statistical operators. Equality again
holds only for the case of ρ = ρ′. This general inequality follows from lnx ≥
1 − 1/x, which is valid for x > 0 (equality holds for x = 1). Substituting
x = ρ′ρ−1 and averaging over ρ′, we have:

Spρ′ ln(ρ′ρ−1) ≥ Spρ′(1− ρρ′−1) = 0 (B.18)

as both density matrices are normalized to unity and we can make permutations
of operators under Sp.

Let us demonstrate that grand canonical quantum ensemble corresponds to
the maximum of information entropy at fixed average energy:

< H >= SpρH (B.19)

and average number of particles:

< N >= SpρN (B.20)

with normalization:
Spρ = 1. (B.21)

Let us write the grand canonical ensemble as:

ρ = exp

(
Ω−H + µN

T

)
; e−

Ω
T = Sp exp

(
−H − µN

T

)
. (B.22)

Then, from inequality (B.17) we obtain (assuming that ρ′ is an arbitrary density
matrix with the same averages (B.19), (B.20),(B.21)):

−Spρ′ ln ρ′ ≤ −Spρ′ ln ρ = −Sp
[
ρ′
(
Ω

T
− H

T
+
µN

T

)]
= −Spρ ln ρ (B.23)

which proves our statement. Here we used (B.19),(B.20),(B.21), which are valid
for ρ and ρ′, i.e.

Spρ′H = SpρH, Spρ′N = SpρN. (B.24)

These extremal properties of Gibbs ensembles can be used as their defi-
nitions. This gives another approach to justification of equilibrium statistical
mechanics2. From our discussion it becomes clear that the physical entropy
describes the lack of information on the real microscopic structure of multi
particle system. This lack of information leads to the possibility of different mi-
croscopic states, which we can not discern from each other, which corresponds
to real randomness in hidden degrees of freedom of the system. It is maximal,
when the system is in equilibrium, when we know almost nothing on the details
of its microscopic organization, and its state is completely determined by few
thermodynamic parameters. Attempts to clarify microscopic details of internal
organization of the system will inevitably perturb the equilibrium state and lead
to lower values of entropy.

2In fact, we just shown, that different versions of Gibbs distribution correspond to the max-
imum of thermodynamic entropy with specific additional conditions. This naturally defines
corresponding equilibrium states.
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B.2 Purging Maxwell’s “demon”.

Interesting relation between statistical thermodynamics and information theory
can be studied analyzing the problem of Maxwell’s demon [35]. We just have
noted that attempts to get information on the details of microscopic organization
of the system via interference with microscopic processes within the system can
move it out of equilibrium state. Probably the first example of such interference
was proposed by Maxwell, introducing the paradox of a “demon”, which “works”
against the second law of thermodynamics. The simplest variant of such demon
can work as follows. Consider a vessel with gas in equilibrium state, with a
wall inside, separating the vessel into parts A and B, and a hole in the wall
with a door. We can imagine, that our demon is sitting near this door and
can let fast molecules passing through the hole, say from A to B, while from
B to A it allows the passage of slow molecules. Then, after some time interval,
since the start of these activities, in part B we shall collect more fast molecules,
than in part A. Thermodynamic equilibrium will be broken, temperature of

Figure B.1: Maxwell’s demon.

the gas in part B will become higher, than in part A. This situation explicitly
contradicts the second law, it is not difficult now to make heat pass from more
cold part of the vessel to more hot part. Obviously, we may replace demon by
some automatic device, which will violate the second law in this way. More so,
it seems much more probable, that a kind of “intellectual being” will deal with
this process even more effectively. At the same time, we are sure that the second
law is of universal nature and all processes in Nature should obey it. In fact,
this is a correct conclusion and we shall see shortly, that no demon will be able
to overcome this law via decreasing entropy in a closed system, which demon
includes himself (itself). The paradox of Maxwell’s demon was first resolved by
Szillard, who used clear and simple arguments, which will be discussed below
[35].

The essence of Szillard’s argument is, that demon has to observe separate
molecules, to separate “fast” molecules from “slow”. This observation can be
made using some physical methods, e.g. he can shine on molecules using electric
light, so that he can see them and start to act. Thus, the closed system to be
analyzed may consist of:

• gas at finite temperature T = T0, contained in a vessel with a wall and a
door,

• demon, operating the door,
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• electric light with a charged cell, giving energy to an electric bulb.

The cell energy heats the wire in the bulb up to some high enough temperature
T1 > T0. This allows to obtain the light with energy of the quanta ~ω1 > T0,
which is necessary for these quanta to be recognized on the background of
“black body” radiation, which is always present within the vessel with gas with
temperature T0. During the experiment, the cell gives the energy E to the
bulb, bulb wire radiates this energy and looses entropy. This change of entropy
is estimated as:

Sf = − E

T1
(B.25)

and it is introduced to the gas as a negative entropy. With no interference from
demon’s side, energy E is absorbed by gas at temperature T0, and we observe
the total growth of entropy:

S =
E

T0
+ Sf =

E

T0
− E

T1
> 0 (B.26)

Consider now demon at work. It (or he) can find a molecule only in case it will
scatter at least one quantum of energy ~ω1 from molecule to its (his) “eye” (or
to photomultiplier). This inevitably leads to the growth of demon’s entropy:

∆Sd =
~ω1

T0
(B.27)

The obtained information can be used to decrease the entropy of the system.
The initial entropy of the system is given by:

S0 = lnΩ0 (B.28)

where Ω0 is the statistical weight of the (closed) system. After getting the
information, the system is defined in more details, Ω0 is decreased by some
value p0:

Ω1 = Ω0 − p (B.29)

This leads to the decrease of entropy:

∆Si = S1 − S0 = ln(Ω0 − p)− lnΩ0 ≈ − p

Ω0
(B.30)

as in most practical cases we have p ≪ Ω0. The total balance of entropy is
expressed by:

∆Sd +∆Si =
~ω1

T0
− p

Ω0
> 0 (B.31)

as ~ω1/T0 > 1, but p/Ω0 ≪ 1. Thus, as a result, the entropy of the closed
system increases, in accordance with the second law.

Let us consider this situation in more details. Suppose that after some time,
demon has created the temperature difference ∆T between parts A and B of
the vessel:

TB > TA; TB − TA = ∆T

TB = T0 +
1

2
∆T ; TA = T0 −

1

2
∆T (B.32)
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After that, demon chooses a fast molecule in the region A with kinetic energy
3
2T (1 + ε1) and sends it to the region B. Then he chooses a slow molecule in B
with kinetic energy 3

2T (1−ε2) and allows it to pass to the region A. To observe
both molecules, demon needs at least two light quanta, which leads the decrease
of his entropy:

∆Sd = 2
~ω1

T0
> 2 (B.33)

The exchange of molecules leads to the transfer of energy from A to B:

∆Q =
3

2
T (ε1 + ε2) (B.34)

which, taking into account (B.32), corresponds to the decrease of total entropy:

∆Si = ∆Q

(
1

TB
− 1

TA

)
≈ −∆Q

∆T

T 2
= −3

2
(ε1 + ε2)

∆T

T
. (B.35)

The values of ε1 and ε2 are, most probably, small and ∆T ≪ T , then:

∆Si = −3

2
η; η ≪ 1, so that

∆Sd +∆Si =

(
2
~ω1

T0
− 3

2
η

)
> 0 (B.36)

in agreement with the second law.

In principle, we can analyze another situation, that of demon at low tem-
perature, when its temperature T2 ≪ T0. In this case it can absorb quanta ~ω,
radiated by molecules of the gas at temperature T0. Then, instead of conditions
T1 > T0 and ~ω1 > T0 used above, we have ~ω > T2 and T2 < T0, and we
can repeat our arguments. We always need some difference of temperatures,
or demon will not be able to operate. But in any case it will not be able to
overcome the second law.

These results lead to an important conclusion: physical measurements of
rather general nature can lead to the increase of entropy. There is some low
limit, below which most measurements become impossible. Rough estimate for
this limit corresponds to the decrease of entropy by ∼ 1(∼ kB). More accurate
estimate gives the value of this limit as kB ln 2 ≈ 0.7kB , per one bit of acquired
information [35].

However, this is not the end of the story of Maxwell’s demon. Though all
the arguments, given above, are undoubtedly valid for typical physical mea-
surements, more recent studies demonstrated the specific ways to determine the
positions of molecules, not leading to the appropriate increase of entropy [37].
It was also discovered that some operations with information data, e.g. writing
data from one device to the other, can be, under certain conditions, be performed
without thermodynamic limitations. However, there is still a deep reason why
the appropriate demon will not be able to break the second law. The thing is
that it have first to “forget” the results of the previous measurement, i.e. destroy
information (and thus “pay” in thermodynamic sense). Any memory state (e.g.
of a computer) is represented by appropriate physical states (electric current,
voltages, magnetizations etc.). Corresponding cleaning of memory, as was first
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noted by Landauer, is thermodynamically irreversible operation, leading to the
general increase of entropy of the closed system3.

Below we briefly explain the Landauer principle of information erasure an-
alyzing the so called Szillard engine model4. The Szillard engine consists of a
one-dimensional cylinder, whose volume is V0, containing a one-molecule gas
and a partition that works as a movable piston. The operator, e.g. a demon,
of the engine inserts the partition into the cylinder, measures the position of
the molecule, and connects to the partition a string with a weight at its end.
These actions by the demon are ideally performed without energy consumption
[37]. The demon’s memory is also modeled as one-molecule gas in a box with
a partition in the middle. Binary information, 0 and 1, is represented by the
position of the molecule in the box, the left and the right, respectively.

The following is the protocol to extract work from the engine by information
processing of the demon (see Fig. B.2), where we denote “SzE” for the Szillard
engine and “DM” for the demon’s memory at each step of the protocol. Initially,
the molecule in the cylinder moves freely over the volume V0.

Step 1 (SzE) The partition is inserted at the center of the cylinder.

Step 2 (SzE, DM) The demon measures the location of the molecule, either
the left (“L”) or the right (“R”) side of the partition. The demon records
the measurement outcome in his memory. When it is L (R), his memory
is recorded as “0” (“1”).

Step 3 (SzE) Depending on the measurement outcome, the demon arranges
the device differently. That is, when the molecule was found on the left
(right) hand side, i.e., the record is 0 (1), he attaches the string to the
partition from the left (right). In either case, by putting the cylinder in
contact with the heat bath of temperature T , the molecule pushes the
partition, thus exerting work on the weight, until the partition reaches
the end of the cylinder. The amount of work extracted by the engine is

W = kBT ln 2, (B.37)

as can be seen by applying the combined gas law in one dimension.

Step 4 (SzE) The demon removes the partition of the engine, letting the
molecule return to its initial state.

Step 5 (DM) The demon removes the partition of his memory to erase infor-
mation.

Step 6 (DM) In order to reset the memory to its initial state, the demon
compresses the volume of the gas by half.

In order to complete the cycle for both the Szillard engine and the memory,
the demon has to reset the memory, which follows the erasure of one-bit of

3If demon possesses very large memory, it can surely simply remember the results of all
measurements, so that there be no irreversible actions. However, this situation does not
correspond to thermodynamic cycle. Demon just increases the entropy of its memory to
decrease the entropy of surrounding medium.

4This example is taken from A. Hosoya, K. Maruyama, Y, Shikano. Phys, Rev. E 84,
061117 (2011).
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Figure B.2: A protocol of Szillard engine (left side) and demon’s memory (right
side). This figure shows an example in which the molecule was found in the
right hand side of the cylinder. In demon’s memory, the state after removing
the partition is denoted by “∗”.

information. More precisely, the physical process of information erasure and
memory resetting described in Steps 5 and 6, goes as follows. The box is in
contact with the thermal bath at the same temperature T as that of the engine.
The record in the memory can be erased simply by removing the partition,
since the location of the molecule becomes completely uncertain. To bring the
memory back to its initial state, e.g., 0, one has to compress the gas by half by
sliding a piston from the right end to the middle. The necessary work for this
compression is kBT ln 2, which exactly cancels out the work gain by the engine
(B.37).

Let us look at the same process in terms of thermodynamic entropy. By Steps
1 and 2, the volume of the gas in engine is halved, regardless of the measurement
outcome. As the entropy change of an ideal gas under the isothermal process
is given by ∆S = S(V ′) − S(V ) = kB ln(V ′/V ), the entropy of the engine is
lowered by kB ln 2. The isothermal expansion in Step 3 increases the entropy of
the gas by kB ln 2, while that of the heat bath is decreased by the same amount.
As far as the Szillard engine and its heat bath are concerned, the net result is an
entropy decrease of kB ln 2. This is exactly canceled out by the entropy increase
due to information erasure and reset performed in Steps 5 and 6.

These last two steps are of crucial importance when closing a cycle of the
memory. Information erasure in Step 5 is an irreversible process and increases
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thermodynamic entropy by kB ln 2. The isothermal compression to reset the
memory in Step 6 requires work and dissipates entropy of kB ln 2 to its heat
bath. This is the essence of Landauer-Bennett mechanism that finally resolves
the Maxwell’s demon paradox.



Appendix C

Nonequilibrium Statistical
Operators.

C.1 Quasi-equilibrium statistical operators.

There were many attempts to construct the general formulation of nonequilib-
rium statistical mechanics along the lines, similar to the general Gibbs approach
to equilibrium statistical mechanics. Below we briefly discuss one of the most
popular formulations, developed essentially by Zubarev and coworkers [3, 38].

In classical nonequilibrium statistical mechanics we have to analyze solutions
of Liouville equation (1.50) for general statistical distribution function ρ:

∂ρ

∂t
= {H, ρ}. (C.1)

where {H, ρ} denote Poisson brackets (1.49) for H and ρ.
The quantum Liouville equation (1.128) for the general density matrix ρ

(statistical operator) in operator form is written as:

i~
∂ρ

∂t
= [H, ρ] (C.2)

Below we consider only the quantum case, as classical equations can be formu-
lated in a similar way.

The formal solution of Liouville equation (C.2) can be written as:

ρ(t) = U(t, t0)ρ(t0)U
+(t, t0) (C.3)

where ρ(t0) is an arbitrary statistical operator at the initial moment of time t0,
while U(t, t0) is the operator of time evolution, determined by equation:

∂U(t, t0)

∂t
=

1

i~
HU(t, t0) (C.4)

with initial condition U(t0, t0) = 1. However, this solution can be useful only
in case of appropriate choice of statistical operator ρ(t0) and initial moment
t0. Typical example is linear response theory, where we choose t0 → −∞ and

249



250 APPENDIX C. NONEQUILIBRIUM STATISTICAL OPERATORS.

ρ(−∞) is assumed to be an equilibrium Gibbs ensemble. Thus, the main prob-
lem of nonequilibrium statistical mechanics is not reduced to finding the formal
solutions of Liouville equation, but to the proper choice of initial conditions.

Note, that depending on specific problem, the number of parameters, nec-
essary to describe the nonequilibrium state of a system, depends on the char-
acteristic time-scale of interest to us. For larger time-scales we need actually
smaller number of such parameters. For example, at hydrodynamic stage of
nonequilibrium process it is sufficient to deal only with the average values of
energy, momentum and particle densities. This idea of reduced description of
nonequilibrium processes at large enough intervals of time is basic for almost all
theories of nonequilibrium processes (cf. our discussion of derivation of kinetic
equations in Chapter 10). It was first clearly formulated by Bogolyubov.

We are interested in solutions of Liouville equation for not very short time
intervals, when the description of nonequilibrium state can be achieved with
some set of operators Pm, where index m may be both discrete and continuous.
We shall look for those solutions of Liouville equation, which depend on these
operators and conjugated parameters Fm(t), which will be explained a bit later.
Depending on the choice of operators Pm, such an approach is possible both
on kinetic or hydrodynamic stage of nonequilibrium process. On hydrodynamic
stage we can choose Pm as operators of energy, momentum and particle densities
H(r), p(r) and n(r). On kinetic stage Pm may be chosen as appropriate one-
particle density matrices.

To formulate proper initial condition for Liouville equation, we introduce
now the notion of quasiequilibrium statistical operator. It can be defined in a way
similar to that we have used in our discussion of equilibrium statistical operators
in Appendix B. Let us assume that our nonequilibrium state is characterized by
the set of the averages of operators Pm. Quasiequilibrium statistical operator
can be defined as corresponding to the extremum of information entropy:

S = −Spρ ln ρ (C.5)

under additional conditions of fixing the average values of Pm:

SpρPm =< Pm >t (C.6)

and normalization condition:

Spρ = 1 (C.7)

To solve this problem we can look for the extremum of the following functional:

L(ρ) = −Spρ ln ρ−
∑
m

Fm(t)SpρPm − (Φ(t)− 1)Spρ (C.8)

where Fm(t) and Φ(t)− 1 are appropriate Lagrange multipliers. Demanding:

δL(ρ) = −Sp{[ln ρ+Φ(t) +
∑
m

Fm(t)Pm]δρ} = 0 (C.9)

for arbitrary variations δρ, we get quasiequilibrium statistical operator as:

ρl = exp{−Φ(t)−
∑
m

Fm(t)Pm} ≡ exp{−S(Pm, t)} (C.10)



C.1. QUASI-EQUILIBRIUM STATISTICAL OPERATORS. 251

where
Φ(t) = lnSp exp{−

∑
m

Fm(t)Pm} (C.11)

and
S(Pm, t) = Φ(t) +

∑
m

Fm(t)Pm (C.12)

is entropy operator for quasiequilibrium ensemble.
Conjugate parameters Fm are determined by demanding that the physi-

cal averages with total density matrix coincide with averages, calculated with
quasiequilibrium statistical operator:

SpρPm = SpρlPm (C.13)

or
< Pm >t=< Pm >tl (C.14)

Entropy of the quasiequilibrium ensemble is:

S = − < ln ρl >l=< S(Pm, t) >
t
l= Φ(t) +

∑
m

Fm(t) < Pm >tl=

= Φ(t) +
∑
m

< Pm >t (C.15)

Thus, by construction, the quasiequilibrium statistical operator (C.10) corre-
sponds to the extremum (in fact maximum!) of information entropy, at fixed
values of averages < Pm > and normalization, just in the same way as equilib-
rium Gibbs ensembles correspond to the maximum of information entropy, at
fixed average values of appropriate integrals of motion1 (cf. Appendix B). In
particular case of hydrodynamic regime we can take:

F0(r, t) = β(r, t), P0 = H(r)

F1(r, t) = −β(r, t)v(r, t), P1 = p(r)

F2(r, t) = −β(r, t)
[
µ(r, t)− m

2
v2(r, t)

]
, P2(r) = n(r) (C.18)

where β−1(r, t), µ(r, t) and v(r, t) are (local!) temperature, chemical potential
and velocity.

Quasiequilibrium statistical operator (C.10) guarantees the validity of ther-
modynamic relations between Φ, Fm and S2:

δΦ

δFm(t)
= − < Pm >tl ,

δS

δ < Pm >tl
= Fm(t) (C.19)

so that Fm(t) and < Pm >tl are conjugate to each other.

1In equilibrium state (C.10) naturally reduces either to canonical distribution

ρ = exp{−Φ− βH}, Φ = lnZ = lnSpe−βH (C.16)

with Φ = −F/T , or to grand canonical distribution

ρ = exp{−Φ− β(H − µN)}, Φ = lnZ = lnSpe−β(H−µN) (C.17)

where Φ = −Ω/T .
2If index m is discrete, functional derivatives in (C.19) are replaced by the usual partial

derivatives.
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However, quasiequilibrium statistical operator, defined as in Eq. (C.10),
does not satisfy Liouville equation and does not describe nonequilibrium pro-
cesses. At the same time, we shall see below, that it can be used as a proper
initial condition to Liouville equation, to find the general from of nonequilibrium
statistical operator.

C.2 Nonequilibrium statistical operators and quasi-
averages.

Both classical (C.1) and quantum Liouville equations (C.2) are symmetric with
respect to time inversion (in classical case this corresponds to t→ −t, reversal of
momenta (velocities) of all particles and direction of magnetic field). However,
the solution of Liouville equation is unstable to small perturbations, breaking
this symmetry.

Let us introduce into Liouville equation an infinitesimal “source”, which
satisfies the following requirements:

1. the source is breaking time reversion invariance of Lioville equation and
goes to zero for ε→ 0 (after thermodynamic limit);

2. the source selects retarded solutions of Liouville equation. This require-
ment determines the sign of ε > 0, ε → +0. Advanced solutions, corre-
sponding to the opposite sign, will lead to decrease of entropy with time;

3. the source becomes zero for ρ equal to quasiequilibrium statistical operator
ρl (C.10). For the equilibrium state the source is just absent.

We may consider two ways to introduce the source into Liouville equation.
First one is to introduce this infinitesimal source directly to the r.h.s. of Liouville
equation:

∂ρε
∂t

+
1

i~
[ρε,H] = −ε(ρε − ρl) (C.20)

where ρ → +0, after thermodynamic limit (during calculations of statistical
averages). This infinitesimal source breaks time reversion invariance of Liouville
equation, as the l.h.s. changes sign under this reversion, while the r.h.s. does
not change.

Let us rewrite Eq. (C.20) in the following form:

d

dt
(eεtρε(t, t)) = εeεtρl(t, t) (C.21)

where

ρε(t, t) = U+(t, 0)ρε(t, 0)U(t, 0)

ρl(t, t) = U+(t, 0)ρl(t, 0)U(t, 0)

U(t, 0) = exp

{
−iHt

~

}
(C.22)

(H is assumed to be time independent) and we introduced the notations:

ρε = ρε(t, 0), ρl = ρ(t, 0) (C.23)
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Integrating Eq. (C.21) from −∞ to t and assuming that limt→−∞ ρ(t, t) = 0,
we get:

ρε(t, t) = ε

∫ t

−∞
eε(t1−t)ρl(t1, t1)dt1 = ε

∫ t

−∞
eεt

′
ρl(t+ t′, t+ t′)dt′ (C.24)

Finally, the solution of Liouville equation (C.20) gives the nonequilibrium sta-
tistical operator in the following form:

ρε = ρε(t, 0) = ρ̃l(t, 0) = ε

∫ t

−∞
eεt

′
ρl(t+ t′, t′)dt′ (C.25)

Integrating by parts, we can rewrite Eq. (C.25) as:

ρε = ρl +

∫ 0

−∞
dt′eεt

′
∫ 1

0

dτe−τS(t+t
′,t′)S(t+ t′, t′)e(τ−1)S(t+ t′, t′) (C.26)

where

Ṡ(t, 0) =
∂S(t, 0)

∂t
+

1

i~
[S(t, 0),H]

Ṡ(t, t′) = U+(t, 0)Ṡ(t, 0)U(t′, 0) (C.27)

defines the operator of entropy production, which can be proven to be positive
definite [38].

Parameters Fm(t), entering the expression for entropy operator are chosen
so that the average values of Pm, calculated with nonequilibrium statistical op-
erator (C.25), coincide with averages over quasiequilibrium statistical operator
(C.10):

< Pm >t=< Pm >tl (C.28)

where
< ... >t= lim

ε→+0
Sp(ρε...) (C.29)

Then < Pm >t and Fm(t) become conjugate parameters, so that:

δΦ

δFm(t)
= − < Pm >tl= − < Pm >t (C.30)

Nonequilibrium statistical operator (C.25) can be used to calculate the average
value of an arbitrary operator A as:

< A >= lim
ε→+0

SpρεA ≡≺ A ≻ (C.31)

which is a typical quasiaverage, as introduced by Bogolyubov (cf. discussion in
Chapter 8). Applying (C.31) to operators Ṗm and taking into account (C.28)
we obtain transport equations:

∂

∂t
< Pm >tl=< Ṗm >t= lim

ε→+0
SpρεṖm =≺ Ṗm ≻ (C.32)

The second way to introduce infinitesimal sources uses the fact, that loga-
rithm of statistical operator, satisfying Liouville equation, also satisfies Liouville
equation:

∂ ln ρ

∂t
+

1

i~
[ln ρ,H] = 0 (C.33)
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We may introduce infinitesimal source directly to Eq. (C.33) as:

∂ ln ρε
∂t

+
1

i~
[ln ρε,H] = −ε(ln ρε − ln ρl) (C.34)

where ε → +0 is again performed after the thermodynamic limit. Once again
we see, that this extra source breaks time reversion symmetry of Eq. (C.33).

Let us rewrite Eq. (C.34) as:

d

dt
(eεt ln ρε(t, t)) = εeεt ln ρl(t, t) (C.35)

Integrating Eq. (C.35) from −∞ to t, we obtain:

ln ρε(t, t) = ε

∫ t

−∞
eε(t1−t) ln ρl(t1, t1)dt1 = ε

∫ 0

−∞
eεt

′
ln ρl(t+ t′, t+ t′)dt′

(C.36)
so that this version of nonequilibrium statistical operator is written as:

ρε = ρε(t, 0) = ˜exp{ln ρl(t, 0)} = exp

{
−ε
∫ 0

−∞
dt′eεt

′
ln ρl(t+ t′, t′)

}
(C.37)

where again ε → +0 after the thermodynamic limit. After partial integration,
we can rewrite (C.37) as:

ρε = exp ˜{−S(t, 0)} = exp

{
−S(t, 0) + +

∫ 0

−∞
dt′eεt

′
Ṡ(t+ t′, t′)

}
(C.38)

Parameters Fm(t), entering expression for S(t, 0) and entropy production Ṡ(t, 0),
are defined as above by Eqs. (C.28).

It can be shown that nonequilibrium statistical operator (C.38) corresponds
to the extremum of information entropy (C.5) under additional conditions of
fixing of < Pm(t′) >t= SpρPm(t′) for any previous moment of time −∞ ≤ t′ ≤ 0
and usual normalization condition.

Nonequilibrium statistical operators (C.25), (C.38) was used by different
authors to derive equations of hydrodynamics, relaxation equations and kinetic
equations [38]. It can be shown that in lowest orders over interactions, or in case
of small thermodynamic perturbations, both (C.25) and (C.38) lead to the same
transport equations (C.32). However, the question of equivalence or nonequiva-
lence of these forms of nonequilibrium statistical operators is still open. Detailed
discussion of nonequilibrium statistical operators and applications to various
physical problems can be found in Ref. [38].
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